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Research papers

▪ 233 papers presented/mentioned

▪ All of them available online!

▪ Seminal papers and SOTA
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Grading

▪ Assignments: 25 pts

▪ Project: 25 pts

▪ Written exam: 25 pts

▪ Oral exam: 25 pts

▪ The student has to collect 
at least 50% in every task
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Understanding deep learning
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Using deep learning

Spread of usage

Problem complexity

Course goal
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