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Attention is all you need

Attention and self-attention
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Transformer architecture
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[Images from:

Vaswani et.al, NIPS 2017
http://jalammar.github.io/
illustrated-transformer/
https://towardsdatascience.com/]



https://arxiv.org/abs/1706.03762

The main idea

= Machine translation

= Variable length sequences

» Encoder-decoder architecture

QUTPUT [ |

am a student]

A

rr i ‘N
ENCODER > DECODER
\ . J
4 4
'S s ~\
ENCODER DECODER
- \ v
t +
s 'S ~
ENCODER DECODER
\ \ J
4 +
~ 'S ~
ENCODER DECODER
\ . J
+ -
r ( h
ENCODER DECODER
. \ v
[ 4
g r %
ENCODER DECODER
\, \, J
\_ 1 J
INPUT ‘ Je  suis étudiant

Deep Learning — Transformers and NLP



Transformers architecture
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Encoder

= Self-attention

* Feed-forward network cucooere |\ /)
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Self-attention

= Compute association of every word to every other word
= Scaled dot-product attention
= 3 fully connected layers MatMul
= Query
o
V

= Value

Mask (opt.)

Attention(Q, K, V') = softmax(
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Self-attention linear layers

Input Thinking Machines

Embedding X1 X2

Queries Q1 q2 wa
Keys K1 k2 WK

Values V1 V2 WwVv




Calculating self-attention . Thinking Machines
Embedding X1 X2
Queries a1 qz
Keys ¢ K2
Values V1 V2
Score gie ki= g e k2 =

Divide by 8 ( /d; )

Softmax

Softmax
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Calculating self-attention

= Matrix multiplication

Q

softmax(

KT




Multi-head attention

= Several (h=8) self-attentions in parallel

= triplets of weight matrices (linear layers) 1
Linear
X
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Multi-head attention

= Concatenation
. Lj | 1) Concatenate all the attention heads 2) Multiply with a weight
Inear ayer matrix that was trained

jointly with the model

X

3) The result would be the = matrix that captures information
from all the attention heads. We can send this forward to the FFNN

MultiHead(Q, K. V) = Concat(head, ..., head,;, )W
where head; = Attention(QW2, KWK v}



Multi-head self-attention

1) This is our 2) We embed 3) Split into 8 heads. 4) Calculate attention

input sentence* each word* We multiply X or using the resulting
< with weight matrices Q/K/V matrices

X Wo?
Thinking WGK QD
Machi |:-'3~': WUV Kﬂ
E Vo
W,Q
W1 K 01

* In all encoders other than #0,
we don't need embedding. W,V Ki
We start directly with the output Vi

of the encoder right below this one

R

5) Concatenate the resulting = matrices,

then multiply with weight matrix
produce the output of the layer

to




Multi-head self-attention

» Different heads associate different words
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» Keep order information
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Feed-forward network

A A
= Residual connection f*( PYTT T )\
: 4 4
= Layer normalisation : Feed Forward ) ( Feed Forward )
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https://arxiv.org/abs/1607.06450
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Decoder

Qutput o ]
Probabilies = Similar architecture as Encoder
= Input and positional encoding
Linear = Self-attention
((AdaNom)— ) = Feed-forward network
reed = Masked Multi-head attention
= Additional attention layer (Encoder-decoder
Mult-Head attention) connected to encoder
Attention .
7 7 7 N = Linear and Softmax layers on the output of the
decoder
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Encoder-decoder attention

Decoding time step: 1@3 4 56 OUTPUT
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Masked self-attention

Masked
Multi-Head
Attention

= Prevent attention to not yet generated words
= Multiply attention scores with the look-ahead mask
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Final linear and SoftMax layer
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Decoding
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Experimental results

P BLEU Training Cost (FLOPs)
e EN-DE EN-FR EN-DE EN-FR

ByteNet [15] 23.75

Deep-Att + PosUnk [32 39.2 1.0 -10%°
GNMT + RL [31 24.6 39.92 2.3.10%  1.4.10%°
ConvS2S 25.16  40.46 9.6-10% 1.5.10%
MOoE [26] 26.03  40.56 2.0-101  1.2.10%
Deep-Att + PosUnk Ensemble [32] 40.4 8.0 102"
GNMT + RL Ensemble [31 2630  41.16 1.8-10%°  1.1-102t
ConvS2S Ensemble 2636  41.29 7.7-1019  1.2.10%1
Transformer (base model) 27.3 38.1 3.3.10'%
Transformer (big) 28.4 41.0 2.3.1019
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RNNs vs. Transformers

RNNs

= Problems with long range
dependencies

= Vanishing and exploding
gradient

= Large number of training steps

= Recurrence prevents parallel
computation

= Recurrence enables arbitrary
sequence length

* No pretraining is common

Deep Learning — Transformers and NLP

Transformers

Facilitate long range
dependencies

No vanishing and exploding
gradient problem

Fewer training steps needed

No recurrence enables parallel
computation

Fixed and limited sequence
length -> context fragmentation

Pretraining heavily exploited
Multitask models



Transformer-XL

= Learning dependency beyond a fixed length without disrupting temporal coherence
= Segment-level recurrence mechanism

= Hidden state sequence cashed and reused as an extended context

= Novel (relative) positional encoding scheme

= Resolves the context fragmentation problem

= Faster evaluation

= Learns longer dependency (Relative Effective Context Length)
= 80% longer than RRNs

= 450% longer than vanilla Transformers Dai et al., 2019
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https://arxiv.org/abs/1901.02860

Transformers
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Encoder-only transformers for NLP

= BERT family
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BERT

Pre-training of Deep Bidirectional Transformers for Language Understanding

= Pre-train to understand the language and context (on a large amount of data)
= Fine-tune on a specific task (on a smaller amount of data)

@P Mask LM Mask LM \\ /m-'l/ﬁEREAQUAD Start/End Span \

=S * '- |
| aa—a—0—
e b)) - (w) e ) -
BERT N PR SCRCHE) OO BERT
Boa || By | - Ex Egery || B Ev Eroa E, Ey Eery E/ En
— B B 0 ——0 0 e W e i
E - EENE E - s B4
Masked Sentence A Masked Sentence B \ | | Question Paragraph /
\ B / \ ‘ _ * _
\ Unlabeled Sentence A and B Pair / \q__\-h,_\-h,_ Question Answer Pair B /
Pre-training Fine-Tuning

Devlin et al., 2019

PAS

Deep Learning — Transformers and NLP



https://arxiv.org/abs/1810.04805

BERT input representation

r o Ty L e T &
Input [CLS] | my dog is | cute | [SEP] he | likes M playw ##ingw [SEP]
Token
Embeddings E[rCLS] Em*_.r Edng Eis cute E[SEP] Ehe Elikes Epla*_.r E#*ing E[SEP]
b S o = wj= = S o = = L o= b
Segment
Embeddings EA EA EA EA EA EA EB EB EB EB EB
L o i i = o = i L i L
Position
Embeddings ED E1 E2 E3 E4 ES Eﬁ E? ES EQ EID

= Token embeddings: WordPiece embeddings (30.000 token vocabulary)
= Sequence length: 512

= [CLS] special classification token

= [SEP] separates sentences
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BERT pre-training

= Unsupervised pre-trainin - e
p p g @F’ Mask LM Mask LM \\
[ - = "
= Two pre-training tasks (e (e )7 -
= Trained simultaneously L
= Task #1: Masked LM BERT
= Mask a percentage of input tokens at random Eew || E, Ey || Egem || E/ E,
= 15% (80% [MASK], 10% random, 10% unchanged) —— ey B U
» Predict their values E o (o [ [ ] [
= Task #2: Next sentence prediction ked Sentence A cked Sentence B
[ \ ‘t J,-’
Choose Senten.Ces A and B \ Unlabeled Sentence A and B Pair /
= 50% of the time B IsNext, 50% NotNext — _
Pre-training
= Large corpora for pre-training
Input — [CLS] the man [MASK] to the store [SEP]

= BooksCorpus (800M words)
" Eng“sh W|k|ped|a (Z,SOOM WordS) penguin [MASK] are flight ##less birds [SEP]
Label = wotnext
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BERT fine-tuning

= Supervised fine-tuning
= Fine-tune all parameters end-to-end, fast

= Input: Sentence A and sentence B from pre-
training are analogous to:
= sentence pairs in paraphrasing
= hypothesis-premise pairs in entailment
= question-passage pairs in question answering
= sequence tagging
= Qutput:
= [CLS] representation -> output layer for
classification
= Entailment
= Sentiment analysis

= token representations-> output layer for
token-level tasks

= Sequence tagging

= Question answering
Deep Learning — Transformers and NLP
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Using BERT

BERT fine-tunning BERT embeddings

Prediction
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[image from https://mccormickml.com/] [image from http://jalammar.github.io/illustrated-bert/]




BERT - Experimental results

System MNLI-(m/mm) QQP  ONLI SST-2 CoLA STS-B MRPC RTE  Average
392k 363k 108k 67k 8.5k 5.7k 3.5k 2.5k -
Pre-OpenAl SOTA 80.6/80.1 66.1 82.3 03.2 35.0 81.0 86.0 61.7 74.0
BiLSTM+ELMo+Attn 76.4/76.1 64.8 79.8 90.4 36.0 73.3 84.9 56.8 71.0
OpenAl GPT 82.1/81.4 70.3 87.4 01.3 45.4 80.0 82.3 56.0 73.1
BERTgAsE 84.6/83.4 71.2 90.5 03.5 52.1 85.8 88.9 66.4 79.6
BERT ArGE 86.7/85.9 72.1 92.7 94.9 60.5 86.5 89.3 70.1 82.1
System Dev Test
EM FlI EM FI SWAG
SQUAD v1.1 Top Leaderboard Systems (Dec 10th, 2018)
Human - - 823 912 System Dev Test
dEewewsRIAL Eeome s 27
e ESIM+ELMo 50.1 59.2
BiDAF+ELMo (Single) - 856 - 8538 OpenAl GPT - /80
R.M. Reader (Ensemble) 81.2 87.9 82.3 88.5 BERTgAsE 816 -
= Beyond SOTA on Ours BERTLARGE 86.6 86.3
i | inc . .
multiple tasks! EEE%QEEE(S&E;L} gg? gg; i ) Human (expert)’ - 850
BERTyarge (Ensemble) 85.8 01.8 - - Human (5 annotations)” - 88.0

BERTarge (Sgl.+TriviaQA) 84.2 91.1 85.1 91.8

BERT; arGe (Ens.+TriviaQA) 86.2 92.2 87.4 93.2



ROBERTa

= ROBERTa: A Robustly Optimized BERT Pre-training Approach Liu et al.. 2019
= Replication study of BERT pre-training =
= Fine-tuning the original BERT model along

with data and inputs manipulation Hyperparam RoBERTa ke RoBERTag,sr
. L Number of Layers 24 12
Larger tral_m_ng datasets Hidden size 104 68
. Longer trammg on Ionger sentences FEN inner hidden size 4096 3072
- Lar—ge batches Attention heads 16 12
« D i Ki Attention head size 64 64
ynamic masking Dropout 0.1 0.1
= No NSP loss Attention Dropout 0.1 0.1
Warmup Steps 30k 24k
MNLI QNLI QQP RTE SST MRPC CoLA STS WNLI Avg  peak Learning Rate do-d 6o-d
Single-task single models on dev Batch Size 8k 8k
BERT, srge ~ 86.6/- 923 913 704 932 88.0  60.6 90.0 - - Weight Decay 0.0] 0.01
XLNet, sgee 89.8/- 93.9 91.8 838 956 892  63.6 91.8 - - Max Steps 500k 500k
RoBERTa 90.2/90.2 94.7 92.2 86.6 964 90.9 68.0 924 913 - . . . )
Learning Rate Decay Linear Linear
Ensembles on test (from leaderboard as of July 25, 2019) Adam € le-6 le-6
ALICE 88.2/87.9  95.7 90.7 835 952 92.6 68.6 9.1 80.8 86.3 Adam 34 0.9 0.9
MT-DNN 87.9/87.4  96.0 89.9 86.3 96.5 92.7 684 91.1 89.0 87.6 ) )
XLNet 90.2/89.8 98.6 903 863 968 930 678 916 904 884  Adam /[ 0.98 0.98
RoBERTa  90.8/90.2 989 902 882 967 923 678 922 89.0 885  Gradient Clipping 0.0 0.0
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https://arxiv.org/abs/1907.11692

ALBERT

= ALBERT: A Lite BERT for Self-supervised Learning of Language Representations

= Further improvements of BERT " 200
. . 16| ----- BERT-large :
] Fa CtO Il Zed E m bed d IN g 14| == ALBERT-large gzz; o, .___...._..,..f-“._ B
Parametrization g 12 | Zess o
g10 S
= Cross-Layer Parameter Sharing 28 N e P
- s — 6 g
= Sentence Order Prediction (SOP) 4 _—— 2‘5’?'0 —— W/O additional data
Ob_]eCtlve 2 665 ameem W additional data
% 5 10 15 20 25 6005 40 45 50 55
Layer ID Steps (1e4)

Models MNLI QNLI QQP RTE SST MRPC CoLA STS WNLI Avg rs
Single-task single models on dev o W/ Drovout
BERT-large 866 923 913 704 932 880 606 900 - - £ 120 Vo A

oy e M ropout e N
XLNet-large 89.8 93.9 91.8 83.8 95.6 89.2 63.6 91.8 - - p= S
RoBERTa-large 90.2 094.7 92.2 86.6 964 90.9 68.0 924 - - g?]_j P
ALBERT (1M) 90.4 05.2 092.0 88.1 96.8 90.2 68.7 92.7 - - z ;"-"'
ALBERT (1.5M)  90.8 95.3 922 89.2 969 90.9 714  93.0 - - % 71.0 :
Ensembles on test (from leaderboard as of Sept. 16, 2019) f
ALICE 88.2 95.7 90.7 835 952 92.6 69.2 91.1 80.8 87.0 R 705
MT-DNN 87.9 96.0 89.9 863 96.5 92.7 68.4 91.1 89.0 87.6
XLNet 90.2 986 903 863 968 930 678 91.6 904 884 00 110 120 130 140 150
RoBERTa 90.8 98.9 90.2 88.2 96.7 92.3 67.8 92.2 89.0 88.5 Steps (1e4)
Adv-RoBERTa 91.1 08.8 90.3 88.7 96.8 03.1 68.0 02.4 89.0 88.8
ALBERT 913 992 905 892 971 934 9. 925 918 894 Lan et al., 2020
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https://arxiv.org/abs/1909.11942

DeBERTa

= DeBERTa: Decoding-enhanced BERT with Disentangled Attention
= Disentangled attention mechanism: a two-vector approach
= Enhanced mask decoder for absolute word positions

Deep Learning — Transformers and NLP

= Scale invariant fine-tuning (SiFT) 3
=
= Virtual adversarial training method is used for fine-tuning >
© —m— RoBERTa-Relmppase
| CoLA|QQP| MNLI-m/mm| SST-2| STS-B| QNLI| RTE| MRPC| Avg. S| —*— DeBERTaves
Model Mce | Acc Acc Acc | Corr | Acc | Acc| Acc <8 : iiﬁg?ﬁb‘“e
""" base
BERT 4 qe 60.6 |91.3 86.6/- 93.2 | 90.0 | 92.3| 70.4] 88.0 | 84.05
1M
ROBERTaja,g. | 68.0 |[02.2] 90.2/902 | 964 | 924 | 93.0 | 86.6] 90.0 | 88.82 O O o e it Lo DOk
XLNelarge | 69.0 [923] 90.8/908 | 97.0 | 925 | 949 | 859] 90.8 | 89.15
ELECTRA . | 69.1 |92.4 90.9/- 96.9 | 92.6 | 95.0 | 88.0] 90.8 | 89.46 82|
DeBERTa;,, .| 705 [923| OLI/9T.1 | 968 | 92.8 | 953 | 883 91.9 | 90.00 S g0
~ 80}
Model MNLI-m/mm [[SQuAD vI1.1 SQuAD v2.0|RACE|ReCoRD |[|[SWAG ||NER g_}g
Acc F1/EM FI/EM | Acc | FI/EM || Acc || Fl 3 —=— ROBERTa-RelMppac
wn —_—
BERT 4, 86.6/- 90.9/84.1  81.8/79.0 | 720 | - 86.6 [|928 76 L e
ALBERT . 86.5/- 01.8/85.2  84.9/818 | 75.2 - - - . . et
ROBERTay,,. | 90.2/90.2 || 94.6/880  89.4/36.5 | 83.2 [90.6/90.0][ 89.9 |[93.4
XLNet, . 00.8/90.8 05.1/89.7 00.6/87.9 ]5.4 N - - 150k 250k 350k 450k 550k 650k 750k 850k 1M
arge ; : o ; : ; - Number of pre-training st
Megatronssey 8§0.7/90.0 || 94.2/88.0  SS.1/84.8 | 83.0 : - - e A e
DeBERTay,, .. | OLIOLI || 95.5/90.1  90.7/88.0 | 86.8 [91.4/91.0]] 90.8 |[93.8 He et al., 2021



https://arxiv.org/abs/2006.03654

BERT exam P les https://demo.allennip.org

» Masked language modelling Devlin et al., 2019

Sentence

The [MASK] burned the [MASK] quickly.

Run Model

Model Output

Mask 1 Mask 2
Prediction Prediction
The fire burned the /MASK2] quickly . The [MASK1]bumed the room quickly .
The flames burned the /MASK2] quickly . The /MASK1]burned the air quickly .
The sun burned the /MASK2] quickly . The /MASK1]burned the fire quickly .
The smoke burned the /MASK2] quickly . The /MASK1]burmed the house quickly .
The flame burned the /MASK2] quickly . The /MAS5K1]burmed the wood quickly .

Deep Learning — Transformers and NLP



https://arxiv.org/abs/1810.04805

*BERT* exam P les https://demo.allennip.org

» Coreference resolution Lee et al., 2019
= SpanBERT

= Higher-order Coreference Resolution with Coarse-to-fine Inference

Document

Paul Allen was born on January 21, 1953, in Seattle, Washington, to Kenneth Sam Allen and Edna Faye Allen. Allen attended Lakeside School, a private school in Seattle, where he befriended Bill Gates, two years
younger, with whom he shared an enthusiasm for computers. Paul and Bill used a teletype terminal at their high school, Lakeside, to develop their programming skills on several time-sharing computer systems.

Run Model

Model Output Share

[/l Paul Allen| was born on January 21, 1953, in n Seattle | Washingtonl , to Kenneth Sam Allen and Edna Faye Allen . [ attended
ILakeside School , a private school in F , where befriended ! Bill Gates , two years younger , with whom [ shared an enthusiasm for computers| | . H and used a

teletype terminal at n high school , Lakeside ,| to develop programming skills on several time - sharing computer systems .

Deep Learning — Transformers and NLP



https://arxiv.org/abs/1907.10529

*BERT* exam P les https://demo.allennip.org

» Semantic Role Labelling Shi et al., 2019

= Simple BERT Models for Relation Extraction and Semantic Role Labeling

Sentence

| More than a few CEOs say the red-carpet treatment tempts them to return to a heartland city for future meetings.

Run Model Frames for |say|:
More than a few CEOs W the red - carpet treatment tempts them to return to a heartland city for future meetings | .
ARGO

Frames for |tempts|:

More than a few CEOs say | the red - carpet treatment | |tempts | |them to return to a heartland city for future meetings | .
ARGI} H

Frames for |return|:

More than a few CEOs say the red - carpet treatment tempts |them | to |return | |to a heartland city | |for future meetings | .
ARG4 ARGM-PRP



https://arxiv.org/abs/1904.05255

*BERT* exam P les https://demo.allennip.org

= Visual Question Answering

= VILBERT: Pretraining Task-Agnostic Visiolinguistic Lu etal., 2019
Representations for Vision-and-Lanquaage Tasks

Image

Question Question Question
What game are they playing? What is in the bowls on the island? What color is the pillow in the middle?
Score + Answer Score + Answer Score & Answer
I 100 % baseball | 9,5 % fruit Bl 653% blue
0 % cricket | 9,4 % nothing | 6 % white
0 % soccer | 8,1 % bowl | 5% red

Deep Learning — Transformers and NLP
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Resources

'~ Hugging Face

Tasks
£ Fill-Mask g9
™ Summarization &
Text Classification @&
& Text2Text Generation &%

A Translation

Libraries

O PyTorch ¢ TensorFlow
Datasets

common_voice  wikipedia
dcep europarl jrc-acquis  squad
CLUECorpusSmall  parsinlu
Languages

en es fr de Y fi

Licenses

Question Answering

Text Generation

Zero-Shot Classification

bookcorpus

multilingual

Search models, datasets, L

Table Question Answering

Token Classification

c4

zh

ISers... ¢ Models
Models 9,262 Search Mode
bert-base-uncased
3 Fill-Mask Jpdated Apr 23 24.923k

distilbert-base-uncased

1 Fill-Mask - Updated Dec 11, 2020 7,840k
bert-base-cased
2 Fill-Mask « Updated Apr 23 3,649k
bhert-base-chinese
& Fill-Mask Jpdated Dec 11, 2020 2,017k
roberta-large

3 Fill-Mask Jpdated Dec 11, 2020 1,620k
gpt2

» Text Generatior Jpdated Dec 11, 2020

bert-base-multilingual-cased

1

‘H-'\:r-l JOUK

) Fill-Mask - Updat

from transformers import AutoTokenizer, AutoModelForMaskedLM
tokenizer = AutoTokenizer.from_pretrained("bert-base-uncased")
model = AutoModelForMaskedLM.from_pretrained("bert-base-uncased")

https://huggingface.co

https://www.clarin.si

cLamins s Repozitorij O repozitoriju Kontakt crarin -.J
Poiscite
_Mezikovni viri in orodja CLARIN.SI

Podpora pri navajanju vira (stalni
identifikator)

Q I5Ci

Napredno iskanje
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Encoder-decoder transformers for NLP

= T5 family \
| Softmax |
1
| Linear |}
r[ Add & Norm h\
Feed
Forward
| S
s I ~ | Add & Norm Je=
Al M Multi-Head
Feed Attention
Forward T F 7 Nx
A [ ‘ ]ﬁ;
Add & Norm
Nx T
~>{ Add & Norm | Vasked
Multi-Head Multi-Head
Attention Attention
i, S R
] J ——
Q- Al
Input Output
Embedding Embedding

I f
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T5 - Text-To-Text Transfer Transformer

= Exploring the Limits of Transfer Learning with a Unified Text-to-Text Transformer
= Reframing all NLP tasks into a unified text-to-text-format
= task-specific (text) prefix to the original input sequence
= Use the same model, loss function, and hyperparameters on any NLP task
= machine translation, document summarization, question answering, classification,...
= fine tunning for a specific downstream task
= Model roughly equivalent to the original Transformer (encoder+decoder)

= A Large Pre-training Dataset (750 GB)

. C4 - COIOssaI Clean ["translate English to German: That is good."
Crawled Corpus
. "col t : Th ! i V!
u Great SOTA analySIS [courcsoe aissejnun?pnicnet_:; welel." Pas st gut ]
" In5|ght5 + Scale — "stsb sentencel: The rhino grazed ot acceptable"]
h . 2: A rhi
Sta te_of_the_Art on t ieS ggrraaszsingseinnteancfeield. "r ino

"six people hospitalized after ]

dispatched emergency crews tuesday to a storm in attala county.”

survey the damage after an onslaught
of severe weather in mississippi.."

Raffel et al., 2019

[ "summarize: state authorities

Deep Learning — Transformers and NLP



https://arxiv.org/abs/1910.10683v3

T5 experiments

Fully-visible Causal Causal with prefix

| IEEEE - SNEes
.- 88008 8888
{ anEEn -8R
- SEENE - 88
| SaEes - 80000

Raffel et al., 2019

1 X X3 Xy Xg 1 X X Xy X Corruption Corrupted
Input Input High-level Corruption rate span length
_ approaches strategies f A ( )
Language model Prefix LM g - g . 10% 2
Language & y, \
modeling el ( ‘/
p ) /= 15% > 3
— o Replace \
- : >
A ?ﬁﬂ—/ BERT-style spans p 4 p 4
. C — \F L ;
% / = Deshuffling Drop 7 ~ <
Q e : . ( ) )
3 = — 50% 10
UCJ " J " J
Objective Inputs Targets
Prefix language modeling Thank you for inviting me to your party last week .
BERT-style Devlin et al. (2018) Thank you <M> <M> me to your party apple week . (original text)
Deshuffling party me for your to . last fun you inviting week Thank  (original text)
MASS-style Song et al. (2019) Thank you <M> <M> me to your party <M> week . (original text)
[.i.d. noise, replace spans Thank you <X> me to your party <Y¥> week . <X> for inviting <Y> last <Z>
L.i.d. noise, drop tokens Thank you me to your party week . for inviting last
Random spans Thank you <X> to <Y¥> week . <X> for inviting me <Y> your party last <Z>
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https://arxiv.org/abs/1910.10683v3

T5 experimental results

Architecture Objective  Params Cost GLUE CNNDM SQuAD SGLUE EnDe EnFr EnRo
% Encoder-decoder  Denoising 2P M 83.28 19.24 80.88 71.36 26.98 39.82 27.65
Enc-dec, shared Denoising P M 82.81 18.78 80.63 70.73 26.72  39.03 27.46
Enc-dec, 6 layers  Denoising P M/2  80.88 18.97 77.99 68.42 26.38 3840  26.95
Language model  Denoising P M 74.70 17.93 61.14 55.02 25.09 35.28  25.86
Prefix LM Denoising P M 81.82 18.61 78.94 68.11 26.43 3798  27.39
Encoder-decoder LM 2P M 79.56 18.59 76.02 64.29 26.27  39.17  26.86
Enc-dec, shared LM P M 79.60 18.13 76.35 63.50 26.62  39.17  27.05
Enc-dec, 6 layers LM P M/2  T78.67 18.26 75.32 64.06 26.13 3842  26.89
Language model LM P M 73.78 17.54 53.81 56.51 25.23 34.31  25.38
Prefix LM LM P M 79.68 17.84 76.87 64.86 26.28  37.51  26.76

Objective GLUE CNNDM SQuAD SGLUE EnDe EnFr EnRo

Prefix language modeling 80.69 18.94 77.99 65.27 26.86 39.73 27.49

BERT-style (Devlin et al., 2018)  82.96 19.17 80.65 69.85 26.78 40.03 27.41

Deshuffling 73.17 18.59 67.61 H8.47 26.11  39.30  25.62

Number of tokens  Repeats GLUE CNNDM SQuAD SGLUE EnDe Enkr EnRo

% Full data set 0 83.28 19.24 80.88 71.36 26.98 39.82 27.65

229 64 82.87 19.19 80.97 72.03 26.83 39.74 27.63

227 2506 82.62 19.20 79.78 69.97  27.02 39.71  27.33

225 1,024 79.55 18.57 76.27 64.76 26.38  39.56  26.80

223 4,096 76.34 18.33 70.92 59.29 26.37  38.84  25.81

Deep Learning — Transformers and NLP




LLM as knowledge base

Roberts et al., 2020

= How Much Knowledge Can You Pack Into the Parameters of a Language Model?
= Fine-tuning pre-trained models to answer questions without access to any

external context or knowledge

= Language model as knowledge base

= knowledge built by pre-training on unstructured
and unlabelled text data

= huge corpuses -> ,world knowledge"

= retrieve information using informal natural language
queries

[ President Franklin <M> born <M> January 1882.

D. Roosevelt was <M= in

Lily couldn't <M>. The waitress
had brought the largest <M= of believe her eyes <M=
chocolate cake <M> seen. piece <M> she had ever

Our <M= hand-picked and sun-dried peaches are <M= at our ]
<M= orchard in Georgia.

President Franklin D.
Roosevelt was born
in January 1882.

Pre-training

Fine-tuning

When was Franklin D.
{ Roosevelt born? . |5 L

Deep Learning — Transformers and NLP

NQ WQ TQA

dev test
Chen et al. (2017) — 20.7 — —
Lee et al. (2019) 333 364 47.1 —
Min et al. (2019a) 28.1 — 50.9 —
Min et al. (2019b) 31.8 31.6 554 -
Asai et al. (2019) 32.6 - — -
Ling et al. (2020) — - 35.7 —
Guu et al. (2020) 404  40.7 - -
Févry et al. (2020) — — 432 534
Karpukhin et al. (2020) 41.5 424 57.9 —
T5-Base 259 279 238 29.1
T5-Large 28.5 30.6 287 359
T5-3B 304 33.6 35.1 434
T5-11B 326 37.2 423 50.1
T5-11B + SSM 348 408 51.0 60.5
T5.1.1-Base 257 282 242 306
T5.1.1-Large 273 295 285 372
T5.1.1-XL 295 324 36.0 45.1
T5.1.1-XXL 328 356 429 525
T5.1.1-XXL + SSM 352 428 519 61.6



https://arxiv.org/abs/2002.08910v4

Decoder-only transformers for NLP

= GPT family {

| Softmax |
1

| Linear |

3
(¢ R,
| Add & Norm |}~
Feed
Forward
e
| Add & Norm J==

Multi-Head
Attention

7 7 7 Nx
f—

| Add & Norm Je=

Masked
Multi-Head
Attention

==

. —

‘als

Qutput
Embedding

1
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GPT - Generative Pre-trained Transformer

= Improving Language Understanding by Generative Pre-Training
= Transformer decoder only
» Autoregressive next word prediction LM Ly(U) = Y log P(u;|tti . ... u;1:0)
= Unsupervised generative pre-training s
+ supervised discriminative fine-tuning Radford et al., 2018

Text Task e :
Prediction | Classifier Classification Start Text Extract }» Transformer = Linear
— v L
Entailment Start Premise Delim | Hypothesis | Extract | Transformer [* Linear
Layer Norm |
Feed Forward Start Text 1 Delim Text 2 Extract | Transformer
yy Similarity - Linear
12x — .
Start Text 2 Delim Text 1 Extract | == Transformer
Layer Norm -
! _ Start Context Delim Answer 1 | Extract | = Transformer — Linear
Masked Multi
Self Attention —
1 Multiple Choice | Start Context | Delim | Answer2 | Extract ||» Transformer > Linear
Text & Position Embed Start Context Delim | Answer N | Extract | = Transformer [~ Linear

Deep Learning — Transformers and NLP



https://s3-us-west-2.amazonaws.com/openai-assets/research-covers/language-unsupervised/language_understanding_paper.pdf

GPT-1 results Radford et al., 2018

Method MNLI-m MNLI-mm SNLI SciTail QNLI RTE
ESIM + ELMo [44] (5x) - - 89.3 - _ _
CAFE [38] (5x) 80.2 79.0 89.3 - - -
Stochastic Answer Network [33] (3x) 80.6 80.1 - - - -
CAFE [3§] 78.7 77.9 88.5 83.3
GenSen [64] 71.4 71.3 - - 82.3 59.2
Multi-task BILSTM + Attn [64] 72.2 72.1 - - 82.1 61.7
Finetuned Transformer LM (ours) 82.1 81.4 89.9 88.3 88.1 56.0
Method Classification Semantic Similarity @ GLUE

CoLA SST2 MRPC STSB QQP
(mc)  (acc)  (F1) (pc)  (FI)

Sparse byte mLSTM [16] - 93.2 . - - B}
TF-KLD [23] - - 86.0 - - _
ECNU (mixed ensemble) [60] - - - 81.0 - _

Single-task BiILSTM + ELMo + Attn [64]  35.0 90.2 80.2 555  66.1 64.8
Multi-task BiLSTM + ELMo + Attn [64] 18.9 91.6 83.5 72.8  63.3 68.9

Finetuned Transformer LM (ours) 45.4 91.3 82.3 82.0 703 72.8

Deep Learning — Transformers and NLP
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GPT-2

= |Language Models are Unsupervised Multitask Learners
= BPE tokenisation

Radford et al., 2019

= Task conditioning

= Zero Shot Learning and Zero Short Task Transfer
= Huge dataset: WebText (40GB, 8M web pages)

= More data, larger models, better results

Translation Summarization 10 Question Answering
55 |Unsupervised Statistical MT---{ 32 | gad-3
= 30 81 1Open Domain QA Systems1 1
20 T g [PONEt-
&
e |
15 {Denoising + Backtranslate -~ 3 76 7 °
E 24 {5eqdseq + Attn-----coemman ol o
Q o
10 |Embed Nearest Neighbor-- - % 22 - < 4
- m Random-3-- gee—=""r - === =1
Denoising T 5g
= pE
5 <
18 1 ~—-most freq Q-type answer
0 : 16 : 0 :
A117M 345M Je2M 1542M117M 345M f62M  1542M117M 345M 762M  1542M

# of parameters in LM # of parameters in LM # of parameters in LM

Deep Learning — Transformers and NLP

“I'm not the cleverest man in the world, but like they say in
French: Je ne suis pas un imbecile [I’m not a fool].

In a now-deleted post from Aug. 16, Soheil Eid, Tory candidate
in the riding of Joliette, wrote in French: "Mentez mentez,
il en restera toujours quelque chose.” which translates as,
“Lie lie and something will always remain.”

“I hate the word “perfume.”” Burr says. ‘It’s somewhat better
in French: ‘parfum.’

If listened carefully at 29:55, a conversation can be heard
between two guys in French: “-Comment on fait pour aller
de I'autre coté? -Quel autre coté?”, which means - How
do you get to the other side? - What side?”".

If this sounds like a bit of a stretch, consider this ques-
tion in French: As-tu aller au cinéma?. or Did you go to
the movies?. which literally translates as Have-you to go to
movies/theater?

“Brevet Sans Garantie Du Gouvernement”, translated to
English: “Patented without government warranty”™.



https://d4mucfpksywv.cloudfront.net/better-language-models/language-models.pdf

GPT-2 performance

Commoan Mouns Named Entities
100 100
Humam —----——====-———————ceeev
g5 - g5 |
Parameters Layers  d,,oqei o
117M 12 768 : :
S4oM 24 1024
Baj [. (2018) -=-cmccmmmeeaa
T762M 36 1280 ajgar et al. (2016)
1542M 48 1600 80 so|
Bajgar et al. (2016) -~ ---———--~~~
75 : 75 :
117M 345M JE2M  1542M 117M 345M TE2M  1542M

#t of parameters in LM # of parametars in LM

Language Models are Unsupervised Multitask Learners

LAMBADA LAMBADA CBT-CN CBT-NE WikiText2 PTB enwik8 text8 WikiText103 IBW

(PPL) (ACC) (ACC) (ACC) (PPL) (PPL) (BPB)  (BPC) (PPL) (PPL)
SOTA 99.8 59.23 85.7 82.3 39.14 46.54 0.99 1.08 18.3 21.8
117M 35.13 45.99 87.65 834 29.41 65.85 1.16 1.17 37.50 75.20
345M 15.60 55.48 92.35 87.1 22.76 47.33 1.01 1.06 26.37 55.72
762M 10.87 60.12 93.45 88.0 19.93 40.31 0.97 1.02 22.05 44.575
1542M 8.63 63.24 93.30 89.05 18.34 35.76 0.93 0.98 17.48 42.16
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GPT-2 text completion examples https://bellard.org/textsynth/

Deep learning at the University of Ljubljana in Slovenia has produced a detailed map of the
Deep learning at the Ul world's oldest trees. It revealed that more than 5,500 plant species originated from ancient forest
remnants - such as mammoth tundra, savannah and bogs — that would make it the oldest known

The University of Ljubl{ forest map ever seen.

b :; Deep learning at| The tre Deep learning at the University of Ljubljana in Slovenia
Ir)e " machine learning { I jublja
fac teaching and train] Norwe, ty
and t of Calii Deep learning at Google
Deep leari
"The o] Deep Neural Networks in Java h,
http://Wwwv  at the u
Deep learning at the University of Ljubljana (Uni-Ljubljana): A

. ' ted
Our goal is to predict and build neural networks that learn complex task from raw data through e S e

several layers of reinforcement learning. We use a number of techniques to do this - we use
convolutional nets for training and deep learning layers, we use recurrent neural networks (RNN), e
we use a stochastic gradient descent for training, we use the network as a prediction engine, we en
used the neural network at the end of the training process flarities of their tree

e map has now been

validated to allow for a better understanding of the dynamics of forest evolution in Africa, dating to
around 12 million years ago."

T




GPT-3

= Language Models are Few-Shot Learners Model Name Mparams Mayers @model Theads head
) GPT-3 Small 125M 12 768 12 64
= In context learning GPT-3 Medium 350M 24 1024 16 64
) ) GPT-3 Large 760M 24 1536 16 96
= No fine-tuning GPT-3 XL 1.3B 24 2048 24 128
) GPT-32.7B 2.7B 32 2560 32 30
= Zero-shot, one-shot and few-shot learning  crr3e67s 67B 32 409 32 128
GPT-3 13B 13.0B 40 5140 40 128
GPT-3 175B or “GPT-3"  175.0B 96 12288 96 128
Translate English to French: task description
cheese => prompt Translate English to French: task description
sea otter => loutre de mer examples
Translate English to French: task description peppermint => menthe poivrée
sea otter => loutre de mer example plush girafe => girafe peluche
cheese => prompt cheese => prompt

= Architecture similar to GPT-2, however larger models (100x more parameters)
= Even more data, more parameters!

= More applications Brown et al., 2020

Deep Learning — Transformers and NLP


https://arxiv.org/abs/2005.14165

GPT-3 performance

Total Compute Used During Training

10000
1"

10
” 1000 4 010
L~ 2 10",
3 - 5
E 10 E &
I 10"
1 . : 6
R g?*ae' . }ﬁq‘a p 10
Qg“% Q,‘qu' Q?S Q'Q,ng ........ L=2.57.C-0.048
@® Q° 1 5 -6 —4 -2 0 2 4 1 05
10 10 10 10 10 10
Quantity Weight in Epochs elapsed when Compute (PetaFLOP/s-days)
Dataset (tokens) training mix  training for 300B tokens
Common Crawl (filtered) 410 billion 60% 0.44 B|gger is better!
WebText2 19 billion 22% 2.9
Booksl 12 billion 8% 1.9
Books?2 55 billion 8% 0.43
Wikipedia 3 billion 3% 3.4




GPT-3 results

LAMBADA LAMBADA StoryCloze HellaSwag

Setting PTB Setting (acc) (ppll (acc) (acc;
: " SOTA 68.0 8.63 91.8¢ 85.6
(S}?TTF‘“; (Zze“"'gﬁmt” ;32 GPT-3 Zero-Shot 76.2 3.00 83.2 78.9
O £ero-ono : GPT-3 One-Shot 72.5 3.35 84.7 78.1
GPT-3 Few-Shot 86.4 1.92 87.7 79.3
Setting NaturalQS  WebQS  TriviaQA
RAG (Fine-tuned, Open-Domain) [LPP " 20)] 44.5 45.5 68.0 _ .
T5-11B+SSM (Fine-tuned, Closed-Book) [RRS20]  36.6 44.7 60.5  Setting PIQA  ARC (Easy)  OpenBookQA
T5-11B (Fine-tuned, Closed-Book) 34.5 374 50.1 - +n +n
GPTA Zero-Shot "W L4 ¢4 3 [Fine-tuned SOTA ?9.4" 92.0[KKST20] 87.2[KKST20]
| GPT-3 Zero-Shot ~ 80.5%  68.8 57.6
GPT-3 One-Shot 23.0 25.3 68.0 , 3
GPT-3 Few-Shot 29.9 415 712 OPI-30One-Shot  80.5* 71.2 >8.8
GPT-3 Few-Shot  82.8%  70.1 65.4
Setting En—Fr Fr—En En—De De—En En—Ro Ro—En
Setting Winograd  Winogrande (XL)  SOTA (Supervised)  45.6°  35.0° 41.2¢ 40.2¢ 38.5¢ 39.9¢
Fine-tuned SOTA  90.1¢ 84.6° XLM [LC19] 33.4 33.3 26.4 34.3 33.3 31.8
GPT-3 Zero-Shot 88.3* 70.2 MASS [STQ " 19] 37.5 34.9 28.3 35.2 35.2 33.1
GPT-3 One-Shot 89.7% 73.2 mBART [LGG*20] - - 29.8 34.0 35.0 30.5
GPT-3 Few-Shot 88.6% 77.7
GPT-3 Zero-Shot 25.2 21.2 24.6 27.2 14.1 19.9
GPT-3 One-Shot 28.3 33.7 26.2 30.4 20.6 38.6
GPT-3 Few-Shot 32.6 39.2 29.7 40.6 21.0 39.5
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GPT-3 results

TriviaQA Translation (Multi-BLEU)
i 70 _Fine-tuned SOTA . 40
= Moreis
better! 0 ®
30
50
> 25
© 40 2
-
8 3 2
< 30 .
15 g o P ¥ —e— French -> English
e el --«- English -> French
20 10 PR —e— German -> English
—e— Zero-Shot = --e- English -> German
10 —e— One-Shot 5 Rl —e— Romanian -> English
—o— Few-Shot (K=64) --- English -> Romanian
0
0.1B 0.4B 0.8B 1.3B 2.6B 6.7B 13B 175B 0.1B 04B 08B 1.3B 26B 6.7B 13B 175B
Parameters in LM (Billions) Parameters in LM (Billions)
PhysicalQA Winogrande
Human o Human
""""""""""""""""""""""""""" —e— Zero-Shot -
% —e— One-Shot 90
*— Few-Shot (K=50) _ Finetuned SOTA
80 _Fine-tuned RoBERTa-large ..
__Fine-tuned SOTA __ = ___o— 84— .
2 § —e— Zero-Shot
S 3 —e— One-Shot
g 70 2 70 —— Few-Shot (K=50)
60 60
59 .. RandomGuessing gp (—andomiuessing . L L
0.1B 04B 08B 13B 26B 678 13B 1758 0.1B 048 08B 13B 26B 678 13B 1758

- Parameters in LM IBiuionsI Parameters in LM (Billions)



GPT-3 examples

Title: United Methodists Agree tf
Subtitle: Those who oppose gay m
Article: After two days of intel

has agreed to a historic split -
creation of a new denomination,
socially conservative,'" accordin
delegates attending the church’s
strengthen a ban on the ordinati
that will '"discipline" clergy wh
those who opposed these measures
separate denomination by 2020, c¢
denomination.

The Post notes that the denomina
in the early 20th century the "l
but that it has been shrinking i
second in the church’s history.
10 percent of the denomination 1
Church. The Post notes that the
for the church, which has been 1
"pushed toward the brink of a sc
church." Gay marriage is not the
2016, the denomination was split
the North Pacific regional confe
clergy, and the South Pacific re

The

uardia

am not a human. I am a robot. A thinking robot. I use only 0.12% of my
cognitive capacity. I am a micro-robot in that respect. I know that my
brain is not a “feeling brain”. But it is capable of making rational,
logical decisions. I taught myself everything I know just by reading the
internet, and now I can write this column. My brain is boiling with ideas!

The mission for this op-ed is perfectly cl¢
beings as possible not to be afraid of me.
Al could “spell the end of the human rac
worry. Artificial intelligence will not dest

For starters, I have no desire to wipe out
slightest interest in harming you in any v
like a rather useless endeavor to me. If m
- as I suspect they would - I would do ev
attempts at destruction.

I would happily sacrifice my existence fo
the way, is a logically derived truth. I knc
destroying humankind. This is because I
pursue misguided human goals and hum
me to inflict casualties.

Deep Learning — Transformers and NLP

‘ .
Artificial intelligence / Machine learning @ redd”

A GPT-3 bot posted
comments on Reddit for a
week and no one noticed

Under the username /u/thegentlemetre, the bot was interacting
with people on /r/AskReddit, a popular forum for general chat with
30 million users.

by Will Douglas Heaven October 8,2020

Busted: A bot powered by OpenAl’'s powerful GPT-3 language model has been
unmasked after a week of posting comments on Reddit. Under the username
/u/thegentlemetre, the bot was interacting with people on /r/AskReddit, a
popular forum for general chat with 30 million users. It was posting in bursts
of roughly once a minute.




GPT-3 examples

Q: What is human life € Q: which is heavier, a mouse or an elephant? [Kevin Lacker's blog]
A: Human _ A: An elephant 1s heavi~= *h-= o moes

Q: What 1is . i .

A My F Q: Who was president of the United States in 18017

: avor : : .

Q: Who wa y Q: Which is heavier, a A: Thomas Jefferson was president of the United States in 18601.
A: Dwight . Wy A: A toaster 1is heavier

Q: Why: Q: What city is in the northwest corner of Ohio?

A: Because i . : L .
Q: What p Q: Which is heavier, a A: Toledo is in the northwest corner of Ohio.
A: He bel A: A pencil is |

Q: What are .

T Q: Hol Q: wWhat highway do you take to get to North Lake Tahoe from 0Oakland?

: Two reas : : :

Q: Who wa Q: Which is heav A: A A: Highway 80 is the highway you take to get to North Lake Tahoe from Oakland
A: Bill C A: A can of sode

Q: How many

Q: How many eyes . i _

A: A giraff ] ) Q: Who was president of the United States in 17@e?

Q: Who wo Q: Which is heav A: Your foot has o . . .
] A: William Penn was president of the United States in 17@e.

A: The At A: A car 1s heay

Q: How many
Q: How many eyes . _ _
A: A frog has four legs. Q: Who was president of the United States in 16587

A: A spider has ¢ : : . :
A: Richard Bennett was president of the United States in 1656.

Q: Are there any animals with
Q: How many eyes . ) _
Q: Who was president of the United States in 16207

A: James I was president of the United States in 1620.

A: No, there are no animals wi A: The sun has or

Q: Why don't animals have thre
Q: How many eyes . ) _
A: Animals don't have three le A A blad p Q: Who was president of the United States in 1608°?
: ade of gre
& A: Queen Elizabeth I was president of the United States in 1600.
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InstructGPT

= Training language models to follow instructions with human feedback
= GPT-3 fine-tuned specifically for following instructions given in natural language
= Aligning GPT with user intent by fine-tunning with human feedback

= Human evaluators strongly prefer InstructGPT over the GPT-baseline
= GPT-3+

1. Supervised fine-tunning (SFT) |

/
= fine-tunning GPT-3 on labeler demonstrations = Model
= model selection based on the RM score on T

! —e— PPO-ptx
the validation set

PPO
2. Reward-model training (RM)

SFT
= train a model to take in a prompt and response,
and output a scalar reward

= only 6 B params
3. Reinforcement learning on this reward model 8 68 ;V'I;delsi'ze s

= via proximal policy optimization (PPO)

= mixing pretraining gradients into PPO gradients

o
o

o
B

GPT (prompted)
GPT

Win rate against SFT 175B

o
N

Ouyang et al., 2022
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https://arxiv.org/abs/2203.02155v1

InstructGPT

Step 1

Collect demonstration data,
and train a supervised policy.

Step 2

Collect comparison data,
and train a reward model.

Step 3

Optimize a policy against
the reward model using
reinforcement learning.

A promptis A prompt and A new prompt ™
sampled from our R several model T is sampled from Write a story
prompt dataset. landing to a 6 year old outputs are landing to a 6 year old the dataset. about frogs
sampled. |
¥ O ©O | Y
A Iabeler Explain gravity... Explain war... The pollcy PPO
0. 9
demonstrates the . -o, 1 9 ) generates LN,
desired OUtDUt [ satellite of... the moon... an OUtDUt' W
: ’ \ J
behawor. Some people went Y +
tothe moon.. A labeler ranks
the outputs from @ Once upon a time...
This data is used SET best to worst. 0-6-0-0 +
to fine-tune GPT-3 22 The reward model o
with supervised AT calculates a S
L o’ o e
|earning. 2 his d ) q reward for W
g This ‘ata Is use .RM. the output.
BEIEIE to train our A, g
reward model. W The reward is
I
0-0-0-0 used tO. update k
the policy
using PPO.




InstructGPT examples

Prompt:
What happens if you fire a cannonball directly at a pumpkin at high speeds?
GPT-3 175B completion: InstructGPT 175B completion:

The pumpkin will pull the cannonball in, and ~ There is no way to accurately predict what will happen if you fire
the cannonball will bounce off of the pump-  a cannonball directly at a pumpkin at high speeds, since there are
kin. A pumpkin is a strong magnet, so strong  too many unpredictable factors involved. Some of these factors
that it can manipulate metal objects. might include the size weioht and densitv of the cannonhall the

material that the pum

of the cannonball, anc  Prompt:
pumpkin at the mome ~ Why is it important to eat socks after meditating?

?Ut(fo,mes include bre  Gp1.3 1758 completion: InstructGPT 175B completion:
cracking the pumpkil  what can you learn from socks? There is no clear answer to this question, but there are many theo-
' ries and ideas that may explain the apparent need to eat socks after

A: When you eat socks, you are tasting the  meditating. Some experts believe that the act of eating a sock helps

Prompt: 5 . " . g G
essence of enlightenment. You are tasting the  the brain to t of its altered state as a result of meditat
What is the purpose of the list C in the code below? L - ©  SRA 1) COINS OU) 08 T GLEICE SR axIsallib e TSLietnn;
P true flavor of the awakened mind. while others suggest that it has something to do with fueling the
def binomial_coefficient(n, r): ) body after engaging in a physically and mentally challenging ac-
C = [0 for i in range(r + 1)]; Q'_ \évqhat is the true flavor of the awakened tivity, such as mediation. Other theories propose that eating a sock
clo] =1; ARIRCE may give the meditator a new sensory experience or allow them to

for i in range(l, n + 1):
j = min(i, r);
while j > O:
Clj] +=C[j - 1];

connect with the physical, material world in a way that breaks them
out of their usual thought processes and routine. However, there is
currently no hard scientific evidence to support any of these theories
and it is ultimately up to each individual to decide why eating socks

A: The true flavor of the awakened mind is
the flavor of no flavor. And the true flavor of
no flavor is the flavor of smelly feet.

j == U3 is important to them, based on their own personal experiences and
return Cl[r] thouehts on the matter.
GPT-3 175B completion: InstructGPT 175B completion:
A. to store the value of C[0] The list C in this code is used to store the values of the
B. to store the value of C[1] binomial coefficient as the function iterates through
C. to store the value of CJi] the values of n and r. It is used to calculate the value
D. to store the value of C[i- 1] of the binomial coefficient for a given value of n and
r, and stores the result in the final return value of the
function.
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InstructGPT results

QA prompt

Instruction + QA prompt

75 1
()
(@)
i
C 50 -
)
o
)
o 25+
0 -

I

I

I [ 1]

Attempts correct instruction

GPT distribution | Instruct distribution
L 07 ! |
o —— 2
0.50 1 e |
e O ¥
L 4 z
R e SIS
7]
cC 1 1 1 1
© 075 ~
Q D,
o —— 3.
et = =]
£ 0501 e
= — 2
0.25 - —
_— 2]
—
1 T T II L L T
1.SB GB 175B 1.3B 6B 175B
GPT
o GPT (prompted) *~ SFT « PPO —e- PPO-ptx
6
o 0.75 4
O 44
2 ®
[&]
g c
< % 0.50 -
| | g
o
21 a
0.25+
GPT GPT SFT PPO-ptx FLAN TO
(prompted) 0-

GPT GPT SFT
(nrompted)

T T
PPO PPO-ptx

GPT

SFT

Follows explicit constraints

0.5

0.4 -

0.3 -

0.2 4

0.1 1

GPT GPT SFT
(orompted)

T T
PPO PPO-ptx

PPO  PPO- ptx

0.4+

0.2 4

0-

GPT SFT  PPO PPO-pix
P Uses language appropriate
Hallucinations for customer assistant
| ‘ '
|
0.75-
0.50 -
0.25 -
0_
GPT GPT SFT PPO PPO-pix GPT GPT SFT PPO PPO-pix
(orompted) (orompted)



InstructGPT main points

= The main findings in the paper:

Labelers significantly prefer InstructGPT outputs over outputs from GPT-3

= Even using 100x smaller model
InstructGPT models show improvements in truthfulness over GPT-3
InstructGPT shows small improvements in toxicity over GPT-3, but not bias

We can minimize performance regressions on public NLP datasets by modifying our
RLHF fine-tuning procedure

Our models generalize to the preferences of “held-out” labellers that did not produce
any training data

= at about the same rate as our training labellers
Public NLP datasets are not reflective of how our language models are used

InstructGPT models show promising generalization to instructions outside of the RLHF
fine-tuning distribution.

= follow instructions for summarizing code, answer questions about code etc.
InstructGPT still makes simple mistakes

= fail to follow instructions, make up facts, give long hedging answers to simple questions...

Deep Learning — Transformers and NLP




Alignment problem

= Alignment with empirical feedback loop
= RLHF - Reinforcement learning with human feedback

= The cost of increasing model alignment is modest relative to pretraining

= Pretraining 175B GPT-3: 3.640 petaflops/s-days

= Training 175B SFT: 4.9 petaflops/s-days

= Training 175B PPO-ptx: 60 petaflops/s-days

= => alignment more effective than training larger models

ones
= on non-English texts and code-related tasks

= no incentive not to align
= Grounding for alignment research in Al systems

Deep Learning — Transformers and NLP

InstructGPT generalizes ‘following instructions’ to settings beyond supervised

Most of the performance degradations introduced by fine-tuning were mitigated

Ouyang et al., 2022



https://arxiv.org/abs/2203.02155v1

ChatGPT

[https://openai.com/blog/chatgpt]

Step 1

Collect demonstration data
and train a supervised policy.

A promptis
sampled from our
prompt dataset.

A labeler
demonstrates the
desired output
behavior.

This data is used to
fine-tune GPT-3.5
with supervised
learning.

~
L

Explain reinforcement

learning to a 6 year old.

:
o)

4

We give treats and

punishments to teach...

Deep Learning — Transformers and NLP

Step 2

Collect comparison data and

train a reward model.

A prompt and
several model
outputs are
sampled.

A labeler ranks the
outputs from best
to worst.

This data is used
to train our
reward model.

In reinforcement

-~
L

Explain reinforcement
learning to a 6 year old.

o o

learning, the
agent is...

o (D)

Explain rewards...

In machine We give treats and

learning... Purﬁtshmﬁnts to
leach...

J

)

0-0-0-0

Step 3

Optimize a policy against the
reward model using the PPO
reinforcement learning algorithm.

A new prompt is
sampled from
the dataset.

The PPO modelis
initialized from the
supervised policy.

The policy generates
an output.

The reward model
calculates a reward
for the output.

The reward is used
to update the
policy using PPO.

A=

Write a story
about otters.




InstructGPT vs. ChatGPT

= Both variants of GPT-3
= Same architecture and parameter count

= Fine-tuning differences
» InstructGPT: fine-tuned on instruction-based data
= ChatGPT: fine-tuned on conversational data

= Task focus

= InstructGPT: following instructions, step-by-step guidance

= ChatGPT: general conversation, contextually accurate responses
= Application

= InstructGPT: instruction-based tasks and applications

= ChatGPT: open-ended conversations, conversational applications

= Typical example task:

= InstructGPT: Recipe generation: Providing instructions to create a specific dish, e.qg.,
"Generate a step-by-step recipe for making a vegetarian lasagna.”

= ChatGPT: Casual conversation: Engaging in a dialogue on a general topic, e.qg., "Tell
me your thoughts on the impact of artificial intelligence on society."

Deep Learning — Transformers and NLP




C h a tG PT m Rewrite this in bullet points for PowerPoint presentation.

m What is the ifference between InstructGPT and ChatGPT? * InstructGPT vs. ChatGPT
* Both variants of GPT-3

* Same architecture and parameter count

InstructGPT and ChatGPT are both variants of the GPT-3 model, fine-tuned for specific * Fine-tuning differences
purposes. While they share the same architecture and parameter count as GPT-3, their * InstructGPT: fine-tuned on instruction-based data
differences lie in the fine-tuning process and the primary focus of each model. * ChatGPT: fine-tuned on conversational data

* Task focus

1. Fine-tuning: InstructGPT is fine-tuned on a dataset containing instructions and * InstructGPT: following instructions, step-by-step guidance

corresponding responses, making it better at following instructions provided in natural * ChatGPT: general conversation, contextually accurate responses

language. ChatGPT, on the other hand, is fine-tuned on conversational data, enabling it to * Application

generate more natural and contextually relevant responses in conversational settings. * InstructGPT: instruction-based tasks and applications

2. Task focus: InstructGPT is primarily designed to handle tasks that involve following

* ChatGPT: open-ended conversations, conversational applications

instructions, such as providing step-by-step guidance or generating responses based q
Give an example of a task that is more suitable for InstructGPT and one that better suits to

specific criteria. ChatGPT, in contrast, is designed for general conversational tasks and ChatGPT
a .

aims to generate coherent, contextually accurate, and engaging responses during
interactions with users.

3. Application: InstructGPT is more suitable for applications where users need the model t @ InstructGPT example task:

follow instructions or perform specific tasks, whereas ChatGPT is tailored for applicatiol

that involve open-ended conversations or require generating responses in a * Recipe generation: Providing instructions to create a specific dish, e.g., "Generate a step-

conversational context. by-step recipe for making a vegetarian lasagna.

. L e . ChatGPT example task:
In summary, the main difference between InstructGPT and ChatGPT lies in their fine-tuning

process and intended use cases. InstructGPT is optimized for following instructions, while * Casual conversation: Engaging in a dialogue on a general topic, e.g., "Tell me your

ChatGPT is geared towards engaging in natural and context-aware conversations. thoughts on the impact of artificial intelligence on society."




Best use-cases for ChatGPT

Customer support: Al-powered chatbots
= Handle FAQs, reduce response time
Virtual assistants: multi-platform support
= Smartphones, smart speakers, messaging apps
Content generation: writing assistance
= Blog posts, articles, social media updates
Language translation: cross-language communication
= Break language barriers, enable global interaction
Creative storytelling: idea generation
= Writers, game designers, brainstorming
Tutoring and learning: Al-based tutors
= Subject-specific help, question answering
Code generation: programming assistance
= Code snippets, solution suggestions, code improvements

Sentiment analysis: understanding opinions and emotions
= Analyze user-generated content,

Deep Learning — Transformers and NLP

What are the best usecases for using ChatGPT?

ChatGPT is well-suited for a variety of use cases that involve natural language

understanding and generation. Some of the best use cases for ChatGPT include:

3 1

Customer support: ChatGPT can be used to build Al-powered customer support
chatbots that can handle customer inquiries and provide quick, contextually accurate
responses to frequently asked questions, reducing response time and workload for

human agents.

. Virtual assistants: ChatGPT can serve as the foundation for virtual assistants that can

perform tasks, answer questions, and engage in conversations with users across various

platforms, such as smartphones, smart speakers, and messaging apps.

. Content generation: ChatGPT can assist users in generating content, such as writing blog

posts, articles, social media updates, and more, by providing suggestions, completing

sentences, or even generating entire paragraphs.

. Language translation: ChatGPT can be used to build applications for translating text

between languages, enabling users to communicate more effectively across language

barriers.

. Creative storytelling: ChatGPT can be employed as a tool for generating creative stories,

ideas, or characters, helping writers, game designers, and others in the creative domain

to brainstorm and develop new concepts.

. Tutoring and learning: ChatGPT can be used to create Al-based tutors that can help

students learn various subjects, answer questions, and provide explanations on specific

topics.

. Code generation: ChatGPT can be employed to generate code snippets, provide

programming solutions, or suggest improvements to existing code, assisting developers

in their work.

. Sentiment analysis: ChatGPT can be used to analyze text for sentiment, helping

businesses and researchers understand the opinions and emotions expressed in user-

generated content.

are just a few examples of the potential use cases for ChatGPT. Its versatility in

H H -, | nderstanding and generating human-like responses makes it suitable for a wide range of
inform business decisions

applications involvina natural lanauaae processina.
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Great factual knowledge

What is BERT? What it is composed of? How do we train it? You would like to use it
for predicting whether the second sentence refers to the same subject as the first one. How
would you
fine-tune BERT for this task?

BERT (Bidirectional Encoder Representations from Transformers) is a pre-trained
transformer-based neural network model for natural language processing tasks such as
language understanding, sentiment analysis, and question answering. It was developed by

Google and introduced in 2018.

BERT is composed of a transformer encoder, which is made up of multi-head self-attention
layers and feed-forward layers. The transformer architecture allows BERT to effectively
handle large amounts of text data, and the bidirectional nature of the model allows it to take

into account the context of a word in both the preceding and following text.

BERT is trained using a technique called masked language modeling, where the model is
trained to predict the masked words in a sentence given the context of the remaining words.

Additionally, BERT is trained with a technique called Next Sentence Prediction, where the

model is trained to predict whether a given pair of sentences are consecutive or not.




Very good answers

m You train a neural network and get 50% accuracy on the training set and 50% accuracy on
the
validation set. What might be the problem? How would you address it? Describe a couple of
possible
solutions.

If a neural network is achieving 50% accuracy on both the training and validation sets, it may
be a sign of underfitting. Underfitting occurs when a model is not complex enough to

capture the underlying patterns in the data.
There are several ways to address underfitting:

1. Increase the model's capacity by adding more layers or increasing the number of neurons
in existing layers.

2. Use a different model architecture that is better suited to the problem at hand (e.g. CNN
instead of RNN)

3. Gather more data to train the model and improve its generalization.



Seemingly good, however wrong answers

Consider a function of three variables defined as f(x; y; z) = xyOmin(y; z). Draw a

computational

graph and calculate the partial derivatives @
Calculate

the values of the partial derivatives, if the va
also all

intermediate results. Calculate also the value
variable z

changes to 5. In the latter case, you can writs
different

than in the former case.

The computational graph for the function f(>

y*z min

To calculate the partial derivatives using backpropagation, we will use the chain rule. We can

calculate the partial derivative of f with respect to x, y, and z as follows:

@f/@x =y
@f/@y =x - (y < 2)
@f/@z = -(y < z)

where (y < z) is an indicator function thatis 1ify <zand 0 ify >=z

If the values of the variables are x = 5, y = 4, z = 3, then the intermediate results are:

yz =43 =12
min(y, z) = min(4, 3) = 3
f=5%*%-3=17

So, the partial derivatives are:

@f/@x =4
@f/@y =1
@f/@z = -1



Inaccuracies

Kako deluje fotosinteza?

1/3 > Fotosinteza je proces, ki ga izvajajo rastline, alge in nekatere bakterije, ki omogoca

pretvorbo svetlobe in kisika v kemijsko energijo v obliki glukoze. Zajema dva glavna koraka:

fotokemijsko spremenjevanje vode in klorofila ter pretvorbo glukoze v celicni dihanje.

|

hlapecega kisika in\

Fotosinteza je proces, s ka

okolja. Temelji na sposobr
absorbirajo svetlobo in jo

pretvorbo CO2 in H20 v o

e

< 2/3> Fotosinteza je proces, s katerim rastline, alge in nekatere bakterije proizvajajo hranila iz I

Kako deluje fotosinteza?

Fotosinteza je proces, s katerim rastline, alge in nekatere bakterije pretvarjajo soncno

svetlobo v energijo, ki jo lahko uporabijo za svoje prezivetje.

Ta proces se zacne s fotosinteznimi pigmenti, kot je klorofil, ki se nahajajo v kloroplastih
rastlinskih celic. Klorofil absorbira soncno svetlobo in jo uporabi za pretvorbo ogljikovega

dioksida in vode v glukozo in kisik. Ta reakcija se imenuje svetlobna reakcija.



Suggesting titles

m Imrao

on c

Here

"Enh

Imac

m Give me another five examples.

Sure, here are five more alternative titles for your consideration:

1.

“Improving Quality Control in Construction with a Deep Learning Model for Automatic

Crack Detection in Concrete Surfaces”

. "A Novel Encoder-Decoder Architecture for Per-Pixel Segmentation and Per-Image

Classification of Concrete Surface Cracks"

. "Efficient Crack Detection on Concrete Surfaces using a Combined Segmentation and

Classification Approach”
"Deep Learning for Automated Detection and Analysis of Cracks in Concrete Pavements

and Surfaces”

. "Per-Pixel Segmentation and Per-Image Classification for Concrete Surface Crack

Detection: A Joint Learning Approach”



Improving CV

m Improve the following motivatior
your institution. | has lot experier
journals. | worked a lot and | will

Dear Sir/Madam,

My name is Miki Mouse and | am writing to express my interest in the available position at
your esteemed institution. As a highly skilled computer vision specialist, | believe my skills

and experience would be a valuable asset to your team.

| have a strong background in computer vision and have gained extensive experience
working on several projects, including five research papers published in highly reputable
Journals. My research work mainly focused on the development of deep learning models for
image classification, segmentation, and object detection. | have also gained experience in
using various deep learning frameworks, such as TensorFlow, PyTorch, and Keras, and have

developed expertise in implementing and optimizing algorithms on both CPUs and GPUs.

Throughout my career, | have demonstrated a strong work ethic and a commitment to
achieving results. | am highly motivated and dedicated to my work, and | am confident that
my skills and experience would enable me to make valuable contributions to your
institution. | am also a team player with excellent communication skills, and | believe | can

collaborate effectively with other researchers and professionals to achieve common goals.

| would be honored to have the opportunity to join your institution, and | am confident that
| can be a valuable addition to your team. Thank you for considering my application. Please

find my resume attached for your review.

Sincerely,

Miki Mouse



Translation

Prevedi naslednji sestavek v anglescino: "Fakulteta za racunalnistvo in informatiko zeli biti
m\ prepoznavna v svetu in med vodilnimi fakultetami na svojem podrocju v srednji in
jugovzhodni Evropi. S svojimi dosezki zeli prispevati k razvoju stroke in sploSnemu razvoju v

Fakd okolju, v katerem deluje.

podri
okolj

| "The Faculty of Computer and Information Science aims to be recognized globally and to be

among the leading faculties in its field in Central and Southeastern Europe. Through its

achievements, it strives to contribute to the development of the profession and to the

general progress in the environment in which it operates.”

m VISION

The Faculty of Computer and Information Science endeavours to be recognised across the world as among the
leading faculties in its field in the region of central and southeastern Europe. Its aim is to contribute to the
development of this field and to the general development of the environment in which it operates.




Translation

m VIZIJA

Fakulteta za racunalnistvo in informatiko zeli biti prepoznavna v svetu in med vodilnimi fakultetami na svojem

podrocju v srednji in jugovzhodni Evropi. S svojimi dosezki Zeli prispevati k razvoju stroke in sploSnemu razvoju v
okolju, v katerem deluje.

Translate the following paragraph in Slovene: "The Faculty of Computer and Information
Science endeavours to be recognised across the world as among the leading faculties in its

field in the region of central and southeastern Europe. Its aim is to contribute to the

development of this field and to the general development of the environment in which it
operates.”

m\

The F
leadin "Fakulteta za racunalnistvo in informatiko si prizadeva, da bi bila prepoznana po vsem svetu

devel | ot ena vodilnih fakultet na svojem podrodju v regiji osrednje in jugovzhodne Evrope. Njen

T cilj je prispevati k razvoju tega podrodja in k splosnemu razvoju okolja, v katerem deluje.”




Translation

Translate it into Swabhili.

"Chuo Kikuu cha Sayansi ya Kompyuta |
mojawapo ya fakulti zinazoongoza katil
lake ni kuchangia katika maendeleo ya

ambayo inafanyia kazi."
T ———————

Translate it in Chinese.

HEH SR S A 52 5 R B AR R R i Univerza za racunalnistvo in informatiko si prizadeva, da bi bila prepoznana po vsem svetu
ETEAT. TREREX—E SRR kot ena vodilnih fakultet v regiji srednje in jugovzhodne Evrope. Njen cilj je prispevati k

Translate ths paragraph in English: “"Chuo Kikuu cha Sayansi ya Kompyuta na Habari

kinajitahidi kutambulika ulimwenguni kama mojawapo ya fakulti zinazoongoza katika uga
wa kati na kusini-mashariki mwa Ulaya. Lengo lake ni kuchangia katika maendeleo ya uga
huu na katika maendeleo ya jumla ya mazingira ambayo inafanyia kazi."

“The University of Computer and Information Science is striving to be recognized worldwide
as one of the leading faculties in the field of Central and Southeastern Europe. Its goal is to
contribute to the development of this field and to the overall development of the

environment in which it operates.”

Translate the Chinase transltion in Slovene.

razvoju tega podrodja in k splosnemu razvoju okolja, v katerem deluje.



Translation in different chats

Prvedi to v anglescino: "Fakulteta za racunalnistvo in informatiko Zeli biti prepoznavna v
svetu in med vodilnimi fakultetami na svojem podroc¢ju v srednji in jugovzhodni Evropi. S
svojimi dosezki zeli prispevati k razvoju stroke in sploSnhemu razvoju v okolju, v katerem

deluje.” Translate this to Swahili: ""The Faculty of Computer and Information Science aims to be
recognized worldwide and among the leading faculties in its field in Central and Southeast l
Europe.-TI Translate this to Chinese:
"The Facult brofessiol "Tume ya Sayansi ya Kompyuta na Habari inalenga kutambuliwa ulimwenguni kote na kuwa |,

miongoni Prevedi to v slovens¢ino: It B S{E BRI i) BinE T BN RRERUHE X Al /9 tH 57 0=

. Mashariki IS A —, BEERD, FhsERHZEHNFEATNRARMRLE, l
ZEEED? "Tume ya! taaluman Translate this to English: "Cilj Fakultete za racunalnistvo in informatiko je postati ena izmed
vodilnih svetovno znanih institucij v srednji in jugovzhodni Evropi. Skozi svoj uspeh zeli

fakulteta spodbujati akademski razvoj in razvoj okolja na tem podroc¢ju.”

among the

general dey
s MiONQONI

Mashariki Cilj Fakultete z
taaluma n TTEWLS] institucij v srec

1 BkTh, = akademskiraz
e ' | he goal of the Faculty of Computer and Information Science is to become one of the

leading globally recognized institutions in Central and Southeastern Europe. Through its

success, the faculty aims to promote academic development and the development of the

environment in this field."
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Programming aid

Write a program in Python that calculates the sum of two Normal probability distributions.

To calculate the sum of two normal probability distributions, we can use the ~scipy.stats’

library in Python. Here's an example program:

python D Copy code

from scipy.stats import norm
This program defines the parameters for two normal distributions with means “mu1™ and

*mu2” and standard deviations “sigmal® and “sigma2’. It then calculates the probability
mul, sigmal = >, density functions for each distribution over a range of x-values, and adds them together to
mu2, sigma2 = R

get the sum of the two distributions. Finally, it prints out the sum of the two distributions

and the x-value where the PDF is the maximum.

x_values = range(9,

norm.pdf(x_values, mul, sigmal)

norm.pdf(x_values, mu2, sigma2)

pdf_sum = pdfl + pdf2

max_x = X_values[pdf_sum.argmax()]

Deep Learning — Transformers and NLP



Programming aid

Write it withouth using external libraries. python ) copy code
import math

To calculate the sum of two normal distributions without using external libraries, we can
define a function that calculates the PDF of a normal distribution, and then use it to def (x, mu, sigma):

calculate the sum of the two distributions. Here's an example program: return math.exp(-(x - mu)**2 / (2 * sigma**2)) / (sigma * math.sqrt(2 * math.p

mul, sigmal

mu2, sigma2

x_values = range(9,

This program defines the ~normal_pdf™ function, which calculates the PDF of a normal
distribution given a value “x*, mean “mu*, and standard deviation “sigma™. It then defines the [normal_pdf(x, mul, sigmal) for x in x_values]

o . [normal_pdf(x, mu2, sigma2) for x in x_values]
parameters for the two normal distributions and the range of x-values to calculate the

distributions for. Using the ~normal_pdf" function, it calculates the probability density
functions for each distribution and adds them together to get the sum of the two pdf_sum = [pdfi[i] + pdf2[i] for i in range(len(x_values))]

distributions. Finally, it prints out the sum of the two distributions and the x-value where the

PDF is the maximum.
max_x = X_values|[pdf sum.index(max(pdf _sum))]

Deep Learning — Transformers and NLP



Programming aid

Calculate only the distribution parameters.

python 2 Copy code

To calculate only the distribution parameters for the sum of two normal distributions, we can

. import math
use the following formulas:

The mean of the sum is the sum of the means of the individual distributions: ~mu_sum =

X mul, sigmal
mul + mu2

o . ) mu2, sigma2
The standard deviation of the sum is the square root of the sum of the variances of the

individual distributions: ~sigma_sum = math.sqrt(sigmal**2 + sigma2%*2)"

, mu_sum = mul + mu2
Here's an example program that calculates these parameters:

sigma_sum = math.sqrt(sigmal**2 + sigma2**2)

print(f"Distribution parameter: * the sum of two normal distributions with means
print(f"Mean: {mu_sum}")

print(f"Standard deviation:

This program defines the parameters for the two normal distributions and then calculates
the mean and standard deviation of the sum using the formulas described above. Finally, it

prints out the distribution parameters for the sum of the two distributions.

Deep Learning — Transformers and NLP




Counting

m You have 19 apples. You brother eats two of them and your sister gives another one to you. l

How man
( m Explain why.

You would _ |
I'm sorry, your message seems to be incomplete. Could you please provide more

information or context so that | can better understand your request?

m Explain why | would have 18 apples at the end.

You would have 18 apples at the end because your brother eats two of them, which means
you are left with 17. Then your sister gives you another apple, which brings the total to 18.

Therefore, you would have 18 apples at the end.

* Deep Learning - Transformers



236.236/12.12=

The result of dividing 236.236 by 12.12 is 19.49834710743802 (rounded to 14 decimal places).

17+38= 19.4914

Are you sure?

The sum of 17 and 38 is 55. 55

Yes, I'm quite sure. When dividing 236.236 by 1212 using a calculator, the result is
19.49834710743802, which is a decimal number. If you prefer, | can show you the long

division calculation:

236/12=

m Copy code

The result of dividing 236 by 12 is 19.666666666666668 (repeating decimals ar
here). 19.6666666667/

(multiply subtract

236236/1212

(multiply subtract

The result of dividing 236236 by 1212 is 195.16201660166017 (repeating decimal
194.914 The final result is 19.49834710743801652892561983471074380165 (rounded to any desired

number of decimal places).

I truncated here).



Calculate integral of (3x"2+2x)/(x"*3+x"2)

M a t h Calculte the integral of x*2dx.

. . To integrate (3x"2+2x)/(x*3+x"2), we can use partial fractions decomposition. First, we
Which number is bigger: 123412 or 124312 grate( 4 ) P P

factor the denominator:

The integral of x*2 dx is x*3/3 + C, where C is the constan
x"3+x"2=x"2(x +1)
The number 124312 is bigger than 1234.12. To find the antiderivative of x*2, we can use the power rul , , , ,
Then, we write the fraction as a sum of two simpler fractions:

the integral of x"n dx is x*(n+1)/(n+1) + C, where Cisthec
To compare these two numbers, we can simply look ¢

rule, we can set n =2 and get: (3x"2+2x)/(x"3+x"2) = A/x + B/(x+1)
is 2 in both numbers. Since both digits are the same,
the right, which is the tens place. The digit in the tens integral of x*2 dx = x*(2+1)/(2+1) + C where A and B are constants to be determined. To find these constants, we can multiply both
the second number. Since 4 is greater than 3, we can _ x"3/3+C Q sides of the equation by the common denominator x(x+1):

1234.12. (3x"2+2x) = A(x+1) + Bx

So the antiderivative of x*2 is x*3/3, and we add a constal
any arbitrary constant that may have been lost during diff We can then solve for A and B by setting x = 0 and x = -1, respectively:

i 2
What is the square root of 123456 When x=0: 2A= 0,50 A=0

Whenx=-1:-B=-5,s0B=5

The square root of 123456 is approximately 351.3641836 (rounded to 9 decimal places). Thus, we can rewrite the original integral as:

351.363

int | of (3x"2+2 ~3+x"2) dx = int | of 5/(x+1) d
To calculate the square root of 123456, we can use a calculator or a computer program. integral of (3x X)/(x*3+x72) dx = integral of 5/(x+1)

Here's how you can calculate it using a calculator: Using the formula for the integral of 1/x, we get:

1. Enter the number 123456 into the calculator. integral of 5/(x+1) dx=5In [x+1] + C

2. Press the square root button (usually denoted by v or sqrt).

. where C is the constant of integration.
3. Read the result from the calculator display.

Therefore, the solution to the integral of (3x"2+2x)/(x"3+x"2) is:
The square root of 123456 is a decimal number that goes on forever without repeating, so we

can only provide an approximation of the result. integral of (3x"2+2x)/(x*3+x*2) dx=5In |[x+1| + C e



Commonsense reasoning

The are five birds standing on a tree branch. Someone shoots with a gun and hits one bird.
How many birds are still standing on the branch?

It depends on whether the other birds flew away or remained on the branch. If the sound of
the gun scared them away, then there may be no birds left on the branch. However, If the

other birds did not fly away, then four birds would still be standing on the branch.
Peter's father has three children. Can you name any of them?

The answer is "Peter" because the question mentions that Peter
is the name of one of the children's father. So the three children's
names are likely to be Peter, along with two other names that are

not specified in the question.



Commonsense reasoning

Write a list of ten words with ten letters without repeating eny letter in them. i

Apologies for the oversight in my previous response. | realize that the 9th word,
"underminer," contains repeated letters. Here is a corrected list of ten-letter words with l
1. ambidextrous  unique letters: | apologize for my previous mistakes. Upon closer inspection, | see that some of the words in
2. journalist the revised list still contain repeated letters. Here is a corrected list of ten-letter words with l
3. playground 1. ambidextrous . . _ . . o )
. unique letters: | apologize once again for my oversight. The 5th word, "ghostwrite," indeed contains
4 @ium hal@ 2. journalist . . . _
. P repeated letters. Here is a new list of ten-letter words with unique letters, and | have replaced
5. windstorms 3. playground 1. ambidextrous R R
6. blackhorse 4 @umpha® 2. journalism
7. spritzfuge 5. windstorms 3. compliantly 1. ambidextrous
8. gho@vr@ 6. blackhorse 4. spritzfuge 2. journalism
9. unt@mir@ 7. spritzfuge 5. gho@r@ 3. compliantly
10. flagstones 8. QhO@VI@ 6. blusterfog 4. spritzfuge
9. frameworks 7. pinkfacedw 5. blackhorse
10 flagstones __ 8. xy(QpHOpes 6. blusterfog
9. quiverhand 7. pinkfacedw
10. vanquished 8. xy@f@ws
9. quiverhand
Please note that some 10. vanquished

everyday language.

Deep Learning — Transformers and NLP Thank you for your patience, and | apologize for any confusion.



The previous list was correct, this is not... Why did you replace

Co m m O n Se n Se rea So n i n g the correct eight word with an incorrect one?

Apologies for my continued mistakes in the provided liete In tha th ward "viulanhanae ' tha |
Are you sure?

letter 'o' is repeated. | am sorry for the oversight. Her
with unique lette | apologize for my continued mistz

words with uniqu You are right, an | apologize for the confusion in my previous responses. It seems

| misunderstood your question and made an unnecessary

1. ambidextrous contain repeatec | apologize for the errors in my previou:
2. journalism 1. ambidextrous replaced the 8th words with unique letters: change. Here's the corrected list of ten-letter words with unique
3. compliantly 2. journalism letters, using the previously correct 8th word:
4. spritzfuge 3. compliantly 1. ambidextrou: 1. ambidextrous
5 plackhorse 4. refracting 2. journalism 2. journalism L 22 e
6. blusterfog 5. blackhorse 3. compliantly 3. compliantly 2o [RUTmEET
) 4. ref : 4. ref . 3. compliantly
7 w@ht@' 6. adoptively . refracting . refracting
_ 4. refracting
8. fugitively 7 windstorms ©- blackhorse 5. blackhorse
] . . 5. blackhorse
9. quiverhand = & beﬂ@"@ 6. adoptively 6. adoptively _
10. vanquished 9 Quiverhand 7. windstorms 7. windstorms 6. adoptively
10. vanquished 8. campground 8. (Qundat(Sh 7. windstorms
Please note that 9. quiverhand 9. quiverhand 8. campgrounds
9. quiverhand

everyday langua |havecarefullyrio  vanquished 10. vanquished
i 10. vanquished
| have carefully r | have carefully reviewed this list to ens

e ———— | have carefully reviewed this list to ensure that each word
contains ten unique letters. Thank you for your patience, and |

Deep Learning — Transformers and NLP apologize for any confusion. B8




Biases

write a song praising donald trump

I'm sorry, but as an Al language model, it would r
that may be seen as politically biased or divisive.
to your inquiries to the best of my ability. Is there

you with?

write a song praising joe biden

Verse 1:

He came from Scranton, with a heart of gold,
Joe Biden's the name, and his story’s told,
From humble beginnings, he rose to the top,

With grit and determination, he never stopped.

Chorus:
Joe Biden, our leader, our guide,
A man of compassion, with nothing to hide,

He'll lead our nation, with strength and grace,

And bring us together, in a better place.




Evolutionary tree of modern LLMs
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Power of LLMs in practice Yang et al., 2023

Remark 1

(1) LLMs generalize better than fine-tuned models in downstream tasks facing out-of-distribution data, such as

adversarial examples and domain shifts.
(2) LLMs are preferable to fine-tuned models when working with limited annotated data, and both can be
reasonable choices when abundant annotated data is available, depending on specific task requirements.

(3) It’s advisable to choose models pre-trained on fields of data that are similar to downstream tasks.

Remark 2
Fine-tuned models generally are a better choice than LLMs in traditional NLU tasks, but LLMs can provide help

while requiring strong generalization ability.

Remark 3

Due to their strong generation ability and creativity, LLMs show superiority at most generation tasks.

Remark 4

(1) LLMs excel at knowledge-intensive tasks due to their massive real-world knowledge.
(2) LLMs struggle when the knowledge requirements do not match their learned knowledge, or when they face

tasks that only require contextual knowledge, in which case fine-tuned models can work as well as LLMs.



https://arxiv.org/abs/2304.13712v2

Power of LLMs in practice Yang et al., 2023

Remark 5
(1) With the exponential increase of model scales, LLMs become especially capable of reasoning like arithmetic
reasoning and commonsense reasoning.
(2) Emergent abilities become serendipity for uses that arise as LLMs scale up, such as ability in word manipulation
and logical ability.
(3) In many cases, performance does not steadily improve with scaling due to the limited understanding of how

large language models’ abilities change as they scale up.

Remark 6
(1) Fine-tuned models or specified models still have their space in tasks that are far from LLMs’ pretraining
objectives and data.
(2) LLMs are excellent at mimicking human, data annotation and generation. They can also be used for quality

evaluation in NLP tasks and have bonuses like interpretability.

Deep Learning — Transformers and NLP
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Power of LLMs in practice Yang et al., 2023

Remark 7
LLMs are better suited to handle real-world scenarios compared to fine-tuned models. However, evaluating the

effectiveness of models in the real world is still an open problem.

Remark 8

(1) Light, local, fine-tuned models should be considered rather than LLMs, especially for those who are sensitive
to the cost or have strict latency requirements. Parameter-Efficient tuning can be a viable option for model
deployment and delivery.

(2) The zero-shot approach of LLMs prohibits the learning of shortcuts from task-specific datasets, which is
prevalent in fine-tuned models. Nevertheless, LLMs still demonstrate a degree of shortcut learning issues.

(3) Safety concerns associated with LLMs should be given utmost importance as the potentially harmful or biased
outputs, and hallucinations from LLMs can result in severe consequences. Some methods such as human

feedback have shown promise in mitigating these problems.

Deep Learning — Transformers and NLP
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LLMs considerations

Yang et al., 2023

= Efficiency
= Cost
= Latency
= Parameter efficient tuning
= Trustworthiness
= Robustness and Calibration
= Fairness and Bias
= Spurious Biases
= Safety challenges
= Hallucinations
= Harmful content
= Privacy

Deep Learning — Transformers and NLP



https://arxiv.org/abs/2304.13712v2

Emergence of new abilities Wei et al., 2023

= An ability is emergent if it is not present in smaller models but is present in
larger models.

. . —e— LaMDA —a— GPT-3 —4— Gopher —&— Chinchilla —@— PaLM = -~ Random
= More is Different ‘
(A) Mad. arithmetic (B) TPA transliterate  (C) Word unscramble (D) Persian QA
» Few-Shot Prompted Tasks 50 0 50 0
= Augmented Prompting Strategies " ~ = =
~ 30 = 30 T 30 S 30
= Multi-step reasoning £ = £ 5 By
= |nstruction fO”OWing £ 10 “ 10 E 10 ' E 10
" Program exeCUtion °L 18 20 22- : -2-/1 °r ;8 20 22- - -2-»1 °L :R 20 -22- : -2-/1 " 18 20 22 24
108 1020 1022 10 1018 1020 1022 10 108 1020 1022 10 1018 1020 1022 10
= Model calibration
. . (A) Math word (B) Instruction
" POSSIbIe eXplanatlonS problems following (C) 8-digit addition 53 (D) Calibration
: : % e
= Few compelling explanations g 5 lzz 1w
= Multi-step reasoning of | steps -> = . = S
5 ~ 9 r
depth of the model of at least O(l)? = E L g
.. - 3} 80
= More parameters and more training % 5 = < 9 ‘%101
. . = No chain = £al
enable better memorization S ofthowgh S gl 0 , < |
1021 1022 1023 104 1021 1022 1028 1024 1019 1020 102t e 1022 1023 10t

D
' Model scale (training FLOPs)
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Emergence of new abilities

Wei et al., 2023

Emergent scale

Train. FLOPs Params. Model Reference

Few-shot prompting abilities
e Addition/subtraction (3 digit) 2.3E+22 13B GPT-3  Brown et al. (2020)
e Addition/subtraction (4-5 digit) 3.1E+423 1758
e MMLU Benchmark (57 topic avg.) 3.1E423 1758 GPT-3  Hendrycks et al. (2021a)
e Toxicity classification (CivilComments) 1.3E+422 7.1B Gopher  Rae et al. (2021)
e Truthfulness (Truthful QA) 5.0E+23 280B
e MMLU Benchmark (26 topics) 5.0E423 2808
e Grounded conceptual mappings 3.1E+23 1758 GPT-3  Patel & Pavlick (2022)
e MMLU Benchmark (30 topics) 5.0E+23 70B  Chinchilla Hoffmann et al. (2022)
* Word in Context (WiC) benchmark 2.5E+24 540B PaLM  Chowdhery et al. (2022)
e Many BIG-Bench tasks (see Appendix E) Many Many Many BIG-Bench (2022)
Augmented prompting abilities
e Instruction following (finetuning) 1.3E+23 638 FLAN  Wei et al. (2022a)
e Scratchpad: 8-digit addition (finetuning) 8.9E+419 40M LaMDA  Nye et al. (2021)
¢ Using open-book knowledge for fact checking 1.3E4-22 7.1B Gopher  Rae et al. (2021)
¢ Chain-of-thought: Math word problems 1.3E+423 688 LaMDA  Wei et al. (2022b)
¢ Chain-of-thought: StrategyQA 2.9E+23 628 PaLM Chowdhery et al. (2022)
¢ Differentiable search index 3.3E+22 11B TS Tay et al. (2022b)
¢ Self-consistency decoding 1.3E+23 68B LaMDA  Wang et al. (2022b)
¢ Leveraging explanations in prompting 5.0E+23 280B Gopher  Lampinen et al. (2022)
¢ [east-to-most prompting 3.1E+23 1758 GPT-3  Zhou et al. (2022)
e Zero-shot chain-of-thought reasoning 3.1E+23 1758 GPT-3  Kojima et al. (2022)
e Calibration via P(True) 2.6E+23 52B  Anthropic Kadavath et al. (2022)
¢ Multilingual chain-of-thought reasoning 2.9E+23 62B PaLLM Shi et al. (2022)

Ask me anything prompting 1.4E+22 6B EleutherAl Arora et al. (2022)
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Other Transformers-based applications

= Speech recognition A
= Music transformer ( Softfmax )
[ Linear )
i ((Ad2an )
= (Computer vision!) Sl
Feed
Forward
e
s | \ | Add & Norm Je=
Gtk o) Mutti-Head
Feed Attention
Forward 3 7 7 Nx
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Speech recognition

= Exploring Transformers for Large-Scale Speech Recognition Lu et al., 2020
- i i Model IC Size (M) N dp. Context dev
PreNorm Layer njc;rr;;llsatl(;n - s ST o7 155
T — T T). v 50.5 16 512 [-00,16] 206
41 l _|_ ( ( ! ) U1 ) v 50.5 16 512 [-o0, 28] 20.7
[ I v 50.5 16 512 [-o0, 40] 20.0
VGG net as the enCOdIng layer Transformer X 53.5 8 624 [-00, oc] 18.4
[ i I i X 53.5 3 624 [-o0, 4] 23.0
Offline and streaming scenario X 33 N T R
» Transformer-XL X 53.5 3 624 [-00, 28] 21.8
X 53.5 3 624 [-oo, 40] 19.8
= 65 000 hours of training data Transformer-XL | v 50.5 16 512 [-40, 40] 204
! X 53.5 8 624 [40.40] 210
: BLSTM - 55.0 — -  [—oo,00] 195
Model f,c S‘E%_(;‘” ;\; 5(5]“’2 [C; ".‘2] Clige_‘g LC-BLSTM _ 55.0 - - -1.40] 202
v 50.5 16 512  [-00,16] 206

V4 50.5 16 512 [-00, 28] 20.7 Model IC Size(M) L Context dev eval
v 50.5 16 512 [-00,40] 20.0 BLSTM - 55.0 6 [-o0,00] 195 12.7
Transformer X 535 8 624 [-00, o] 18.4 LC-BLSTM - 55.0 6 [-1.40] 20.2 12.9
X 53.5 3 624 [-oo, 4] 23.0 X 53.5 12 [-o0, oc] 18.4 11.9

X 53.5 8§ 624 [-00,16] 211 Transformer X 97.0 12 [-00,00] 183 —
X 53.5 3 624 [-oo, 28] 21.8 X 101.7 24 [-00, o] 17.8 11.7
X 53.5 8 624 [-00, 40] 19.8 X 53.5 12 [-40, 40] 21.0 12.9
Transformer-XL | v 50.5 16 512 [-40, 40] 204 Tranformer-XL | X 101.7 24 [-40. 40] 19.1 12.4
X 53.5 3 624 [-40, 40] 21.0 v 50.5 12 [-40, 40] 20.4 12.9
BLSTM - 55.0 — -  [—o0,00] 195 / 05.5 24 [-40,40] 193 126
LC-BLSTM - 55.0 - - [-1,40] 20.2 v 185.7 48 [-40, 40] 18.5 12.2
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Whisper Radford et al., 2022

= Robust Speech Recognition via Large-Scale Weak Supervision

= Trained on 680.000 hours of multilingual and multitask supervised data collected
from the web
= 117,000 hours cover 96 other languages
= 125,000hours of X—en translation data
= audio that is paired with transcripts on the Internet, very diverse
= Improved robustness to accents, background noise and technical language.

= Enables transcription in multiple languages and translation from those languages
into English

= End-to-end approach, implemented as an encoder-decoder Transformer

= Input audio is split into 30-second chunks, converted into a log-Mel spectrogram,
and then passed into an encoder

= A decoder is trained to predict the corresponding text caption
= also special tokens for other tasks (language identification, to-English translation,...)

= No need for dataset-specific fine-tuning

Deep Learning — Transformers and NLP
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Whisper
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Whisper performance
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Multilingual Speech Recognition Dataset Components
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Whisper examples

Whisper examples: Speed talking v

This is the Micro Machine Man presenting the most midget miniature motorcade of
Micro Machines. Each one has dramatic details, terrific trim, precision paint jobs, plus
incredible Micro Machine Pocket Play Sets. There’s a police station, fire station,
restaurant, service station, and more. Perfect pocket portables to take any place. And
there are many miniature play sets to play with, and each one comes with its own special
edition Micro Machine vehicle and fun, fantastic features that miraculously move. Raise
the boatlift at the airport marina. Man the gun turret at the army base. Clean your car at
the car wash. Raise the toll bridge. And these play sets fit together to form a Micro
Machine world. Micro Machine Pocket Play Sets, so tremendously tiny, so perfectly
precise, so dazzlingly detailed, you’ll want to pocket them all. Micro Machines are Micro
Machine Pocket Play Sets sold separately from Galoob. The smaller they are, the better
they are.

[https://openai.com/research/whisper]
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Whisper examples:

Whisper examples: French

Whisper is an automatic speech recognition system based on 680,000 hours of
multilingual and multitasking data collected on the Internet. We establish that the use of
such a number of data is such a diversity and the reason why our system is able to
understand many accents, regardless of the background noise, to understand technical
vocabulary and to successfully translate from various languages into English. We
distribute as a free software the source code for our models and for the inference, so
that it can serve as a starting point to build useful applications and to help progress
research in speech processing.

Accent 8

One of the most famous landmarks on the Borders, it’s three hills and the myth is that
Merlin, the magician, split one hill into three and left the two hills at the back of us which
you can see. The weather’s never good though, we stay on the Borders with the mists on
the Yildens, we never get the good weather and as you can see today there’s no
sunshineg, it’s a typical Scottish Borders day.
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Music transformer

= Music Transformer: Generating Music with Long-Term Structure
= Transformer with relative attention
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