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CNN-based approach
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» Sea level forecasting

» Stack a window of sequential data into a fixed-
length tensor and use ANN/CNN
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https://openaccess.thecvf.com/content/WACV2022W/CV4WS/papers/Stepec_Video-Based_Ski_Jump_Style_Scoring_From_Pose_Trajectory_WACVW_2022_paper.pdf

Naive approach

» Task: predict the next word.
" Deep learning is a type of machine learning.
= Naive approach 1: Use the fixed window

= Deep learning is a type of machine learning.

Too small, rigid, the important information might be at the beggining of the
sequence: Deep learning is a not so new technique, which has been
frequently applied lately. It is a type of machine learning.

= Naive approach 2: Bag of words
= Count the number of the individual words
= Counts don't preserve the order:

* Luka Donc¢ié¢ played extremely good tonight, not as bad as LeBron.

* Luka Donc¢ié¢ played extremely bad tonight, not as good as LeBron.
» Requirements:

= Sequence, variable length of sequences
= Time (order) dependency, long term dependencies
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Recurrent Neural Network
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Recurrent Neural Network
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One-to-many RNN

» E.g., image captioning, text generation, music generation, etc.
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Many-to-one RNN

= E.g., text classification, action recognition
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Many-to-many RNN

= E.g., named entity recognition, video segmentation
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Many-to-many (many-to-one + one-tomany) RNN

= E.g., machine translation, sequence to sequence

Slovene

110K

t

{

TR ENE

English

"
-B-

Deep Learning — Deep learning for sequential data 11




Multilayer RNN




Recurrence formula

Yt — Whyht

h; = tanh(Wpyphe_1 + Wypxy)
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Computational graph
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Backpropagation through time

Note: Z
hy = tanh(Wpphy—1 + Wopxs + bn) 4
z = softmax(Wy.hy +b.) Zi Zy Ziq
oy = Wiy + b Q)
oL W Wi Wi
= Zytlogzt D —(yt — zt) X hy . h, ;/Lhtqq
¢ o )= o ) > >
! Wi Whn Whh N
Z OL 0% oL _ 3 OL 9z W W, W
awhz 8Zt awhz é‘bz N ; 8Zt (%z
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Z 8£ t+ 1 8Zt_|_1 8ht+1 8ht
3Whh Ozty1 Ohyyy Ohy OWyy, Chen, 2016
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https://arxiv.org/abs/1610.02583v3

Backpropagation through time
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Truncated backpropagation through time
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Example - character-level language models

» Task: generate text
= Model the probability distribution of

the next character in the sequence targst chars:  “e” v o 0"
given a sequence of previous 1.0 0.5 0.1 0.2
output layer [ER 0.3 05 15
characters 3.0 1.0 1.9 0.1
4.1 1.2 ! 2.2

= Toy example: T T T TW_hy
= Vocabulary: {h,e,l, 0} | S " 04 |y 1l -03
= Training sample: ,hello" hidden layer [ > 0.3 »-0.5 ——| 0.9
0.9 0.1 -0.3 0.7

b Jw
1 0 0 0
: 0 1 0 0
input layer 0 0 1 1
0 0 0 0
Karpathv, 2015 input CharS: nhn neu I nlu
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http://karpathy.github.io/2015/05/21/rnn-effectiveness/

Example - character-level language models

= Tolstoy, War and peace

Karpathy, 2015

tyntd-iafthatawiaoihrdemot 1lytdws e ,tfti, astai f ogoh eoase rrranbyne ‘nhthnee e

plia tklrgd t o idoe ns,smtt h ne etie h,hregtrs nigtike,aoaenns lng

"Tmont thithey" fomesscerliund
Keushey. Thom here
sheulke, anmerenith ol sivh I lalterthend Bleipile shuwy fil on aseterlome

coaniogennc Phe lism thond hon at. MeiDimorotion in ther thize.™

Aftair fall unsuch that the hall for Prince Velzonski's that me of

her hearly, and behs to so arwage fiving were to it beloge, pavu say falling misfort

how, and Gogition is so overelical and ofter.

"Why do what that day,” replied Natasha, and wishing to himself the fact the
princess, Princess Mary was easier, fed in had oftened him.
Pierre aking his soul came to the packs and drove up his father-in-law women.
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http://karpathy.github.io/2015/05/21/rnn-effectiveness/

Example - character-level language models

» Shakespeare

PANDARUS :

Alas, I think he shall be come approached and the day
When little srain would be attain'd into being never fed,

And who is but a chain and subjects of his death,
I should not sleep.

Second Senator:

They are away this miseries, produced upon my soul,
Breaking and strongly should be buried, when I perish
The earth and thoughts of many states.

DUKE VINCENTIO:
Well, your wit is in the care of side and that.

Second Lord:

They would be ruled after this chamber, and

my fair nues begun out of the fact, to be conveyed,
Whose noble souls I'll have the heart of the wars.

Clown:
Come, sir, I will make did behold your worship.

VIOLA:
I'11 drink it.

Deep Learning — Deep learning for sequential data

Karpathy, 2015

VIOLA:

Why, Salisbury must find his flesh and thought

That which I am not aps, not a man and in fire,

To show the reining of the raven and the wars

To grace my hand reproach within, and not a fair are hand,
That Caesar and my goodly father's world;

When I was heaven of presence and our fleets,

We spare with hours, but cut thy council I am great,
Murdered and by thy master's ready there

My power to give thee but so much as hell:

Some service in the noble bondman here,

Would show him to her wine.

KING LEAR:

0, if you were a feeble sight, the courtesy of your law,
Your sight and several breath, will wear the gods

With his heads, and my hands are wonder'd at the deeds,
So drop upon your lordship's head, and your opinion
Shall be against your honour.

20



http://karpathy.github.io/2015/05/21/rnn-effectiveness/

Example - character-level language models

= [aTeX

space.

Proof. Proof of (1). It also start we get

For @,,_, ., where £,,, =0, hence we can find a closed subset M in # and
any sets F on X, U is a closed immersion of S, then U — T is a separated algebraic

Lemma 0.1. Assume (3) and (3) by the construction in the description.
Suppose X = lim |X| (by the formal open covering X and a single map Proj, (A) =
Spec(B) over U compatible with the complex

Set(A) =T(X, Ox_ox).

Proof. Omitted. a

Lemma 0.1. Let C be a set of the construction.
Let C be a gerber covering. Let F be a quasi-coherent sheaves of O-modules. We
have to show that

Oo, = 0x(L)

Proof. This is an algebraic space with the composition of sheaves F on Xgq, we
have

Ox (F) = {morphy xo, (G.F)}
where G defines an isomorphism F — F of O-modules. m}
Lemma 0.2. This is an integer Z is injective.
Proof. See Spaces, Lemma ??. (m]

Lemma 0.3. Let S be a scheme. Let X be a scheme and X is an affine open
covering. Let U C X be a canonical and locally of finite type. Let X be a scheme.
Let X be a scheme which is equal to the formal complex.

The following to the construction of the lemma follows.
Let X be a scheme. Let X be a scheme covering. Let

b: XY a2Y Y a2Y xxY = X.
be a morphism of algebraic spaces over S andY .

Proof. Let X be a nonzero scheme of X. Let X be an algebraic space. Let F be a
quasi-coherent sheaf of Ox-modules. The following are equivalent

(1) F is an algebraic space over S.

(2) If X is an affine open covering.

Consider a common structure on X and X the functor Ox (U) which is locally of
finite type. =2

This since F € F and z € G the diagram

S——

|

gor,

Ox

Spec(Ky) Morsee  d(Oxy0.6)

is a limit. Then G is a finite type and assume S is a flat and F and G is a finite
type f.. This is of finite type diagrams, and
o the composition of G is a regular sequence,
e Oy is a sheaf of rings.
o

Proof. We have see that X = Spec(R) and F is a finite type representable by
algebraic space. The property F is a finite morphism of algebraic stacks. Then the
cohomology of X is an open neighbourhood of U. o

Proof. This is clear that G is a finite presentation, see Lemmas ??.
A reduced above we conclude that U is an open covering of C. The functor F is a
“field

Oxz = Fz -UOxu) — Ox,0x,(0%,)
is an isomorphism of covering of Oy, . If F is the unique element of F such that X
is an isomorphism.
The property F is a disjoint union of Proposition ?? and we can filtered set of
presentations of a scheme Ox-algebra with F are opens of finite type over S.
If F is a scheme theoretic image points.

If F is a finite direct sum Oy, is a closed immersion, see Lemma ??. This is a
sequence of F is a similar morphism.

at @ — Cz/x is stable under the following result
wmnd (3). This finishes the proof. By Definition 7?7
sed subschemes are catenary. If T is surjective we
with residue fields of S. Moreover there exists a
ere U in X' is proper (some defining as a closed
2s to check the fact that the following theorem

Since S = Spec(R) and Y = Spec(R).

of sheaves on X. But given a scheme U and a
" Let UNU =]];-,...,, Ui be the scheme X over
= lim; X;.

restrocomposes of this implies that F,, = F,, =

Noctherian scheme over S, E = Fxs. Set T =
zero over ig < p is a subset of Jy, 00 Ay works.

lence we may assume q' = 0.

we see that p is the mext functor (??). On the
+ that

)(Ox+) = Ox(D)

in+1 is a scheme over S. a

Karpathy, 2015
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Example - interpreting character-level language models

Cell that turns on inside comments and quotes:

Cell sensitive to position in line:

] N € sole : importance o
cutting o Cellthatrobustly ac
a 1 ol |

}
A large portion of ce

Cell that is sensitive to the depth of an expression:

#ifdef CONFIG_AUDITSYSCALL

1 s.tatic inline intauditEwatchzclasi st (Nt cais sus2 masik’)

P HC K
buffer
r

Birl* s t |
f bufp

= 0; < AUDIT_BITMASK_SIZE; i++)

tu ;; }‘

Karpathy et al., 2016



https://arxiv.org/abs/1506.02078v2

Backpropagation through time problems

Zti OL(t + 1) Ozp1fOhy i) Oy, oL Zti OL(L + 1) OzesrfOhy\ Ohy,
5Whh - Ozp1 Ohgy \Ohy JOWyy, OW o — = Ozy1 Ohe \ Ohy JOW,,
Bengio et al., 1994
& & &t
Il o M e Il 0 Pascanu et.al, 2013
Xy Xy I%g1
Tl ) L ISALE i Largest singular value of W:
o1 I Bre1 T o T e = >1: Exploding gradients
. Uy Ui -> gradient clipping
X, , 1 » <1: Vanishing gradient
Vi, | L < (W[ ldiag(e (xe) | < =7 < 1 99
Xk 8
0E, O%ir1 . L OE Inherent problem of vanilla
o (H . ) <1 RNN!
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https://arxiv.org/abs/1211.5063
https://www.researchgate.net/publication/5583935_Learning_long-term_dependencies_with_gradient_descent_is_difficult

RNN

» Backpropagation through time problem

® ® ® ® ®

ta ta ta tanh ta

[Images from:
Christopher Olah,
Understanding LSTM Networks]
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LSTM

* Long short term memory
= Additional Cell state

» Forget gate

= How much to forget the value of
the cell state

» Input gate
= How much to take into account the
value of the current input

» State candidate gate

= Update the old cell state
= Qutput gate

= Decide what to output

Deep Learning — Deep learning for sequential data
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Forget State c. A
gate gate
) ' SRR
== ® » Ct
' anh
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Input Output

gate gate

Cell
state
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https://www.researchgate.net/publication/13853244_Long_Short-term_Memory

LSTM

he A\
Ganh>
(e} o
he—1 (]

A
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}Lt

fe =0 Wy lhi—1,2¢] + by)
i =0 (Wi-lhi—1,2¢] + b;)

Cy = tanh(We-[hy_1,2¢] + bo)

Ot:ft*ct—l—i-’it*ét

0Ot — G(Wo [ht—lamt] + bo)
ht = Ot * tanh (Ct)

PAS)



LSTM

= Backpropagation through time problem solved

o, o, o, o, o,

A A A A A

@b @b @b
€ © € © € ©
[o] [tanh] [0] [o] [tanh] [0] [o] [tanh] [0]
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GRU

= Gated Recurrent Units

Reset Update hy
gate gate
2t =0 (Wz . [ht—la-xt])

Ty = U(Wr ) [ht—laxt])
ﬁt = tanh (W - [ry * hy_1, 24])

htz(l—zt)*ht_l—l—zt*fzt

¢l
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https://arxiv.org/abs/1406.1078

RNN variants

MUTI:
z = sigm(Wex + b,)
r = sigm(Wx, + Wi hy + br) 67% TIMIT IAM Online
his1 — tanh(Wy(r © hy) + tanh(a,) + b,) © =
+ hf (2 (1 - :)
MUT2:
z = sigm(Wyae + Wiohe + b,)
r = sigm(z; + Wy h, +b,)
20%
hiv1 = tanh(Wyn(r @ hy) + Wz + bp) © 2
+ hO(1-2) JSB Chorales
[ learning rate
MUTS3: N higher order
I input noise std
z = sigm(Wyxs + Wiy, tanh(hy) + by) = ::if::nf:r:
r = sigm(Wyx, + Wi hy + b))
hivyr = tanh(Wyn(r @ hy) + Wepae + b)) © 2

+ hf"‘(l o :)

Jozefowicz et al., 2015 Greff et al., 2015
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https://proceedings.mlr.press/v37/jozefowicz15.pdf
http://arxiv.org/abs/1503.04069

RNN NAS

identity ()

elem_mult

sigmoid()

LSTM cell Zoph & lLe, 2017
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elem_mult . )
- identity

elem_mult

tanh

() add

Discovered cell
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https://arxiv.org/abs/1611.01578

Bidirectional LSTM

= BRNN

= Two LSTMs o .
He said , bears are on sale!
= The OUtpUt depends on both RNNs not part of person name
= Considering context from both directions
= The entire sequence is needed He said , " Roosevelt was a great President !"
part of person name
<t> <> C
p= sow, | BBl b
A<= A= A-:-b
y y

/'T_\/'
\ /WW\M

per> 4 & [Images from medium.com]

31
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Example: sentiment analysis

G Output Layer

Backward Layer

& o S

[0.1.0] [0.1.0] [0.1.0] [0.1.0] [0.1.0]

science is great writing is e

Dictionary size 16201

Number of outputs 3 (good, neutral, bad)

Dimension, hidden layer 140

Accuracy, LSTM 84.415%

ACCHI‘&C)/ Bidirectional LSTM [86.4% Nowak & Schererl 201 7
Accuracy GRU 75.821%
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file:///C:/Users/danij/Downloads/LSTM.pdf

Example: music generation

Chopin Music Generation

with Recurrent Neural Networks and Deep Learning

https://www.youtube.com/watch?v=j60]J1cGINX4
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Example: Machine translation

= Google’s Neural Machine e ) NI —
Translation system (2016) : P e
| eus }.D» —-[j GPUS

i GPU3

Wu et al., 2016

iGPUZ2 i

ioGPUL |

o § to o
i + + + :
—) Attention
\ e GPUZ |
E e GPUIE

Analysts believe the country is unlikely to slide back into full-blown conflict, but recent

Source events have unnerved foreign investors and locals.

PBMT Les analystes estiment que le pays a peu de chances de retomber dans un conflit total, 50
mais les événements récents ont inquiété les investisseurs étrangers et locaux. '
Selon les analystes, il est peu probable que le pays retombe dans un conflit généralisé,

GNMT mais les événements récents ont attiré des investisseurs étrangers et des habitants 2.0
locaux.

Human Les analystes pensent que le pays ne devrait pas retomber dans un conflit ouvert, mais 50

les récents évenements ont ébranlé les investisseurs étrangers et la population locale.

Deep Learning — Deep learning for sequential data
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https://arxiv.org/abs/1609.08144v2

Encoder — decoder architecture

= E.g., machine translation, sequence to sequence modelling

Encoder Decoder

t

{

A
5800
_
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Attention in RNNs

-

The attention mechanism So decoder Ss S5 doce S3
@y, @, @3, @y E} )Cl }CZ JCI! )C4
% €y,C2,C3,C4
softmax
|
fc
S
S50,51,52,53 hl'hzih3'h‘ Whl \’lz \hl \'M

[Images from:Nir Arbel,
Attention in RNNs,

encode V
https://medium.com] 65 é é éb
Bahdanau et al., 2015
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https://arxiv.org/abs/1409.0473

Context vectors

The attention mechanism

4
@iy, Xz, A3, Ay Z B
Sy
Jj=1
softmax
—— exp(e;;) e exple;) S exp(e;;) B expley)
U Tiaexple,) 0 Ii.expley) 0 If.,expley) ¢ Di.,expley)
Si-1 hi,hz, h3,h4 I softmax
 fe |  fe |  fe |  fe
[Si-1, hq) [si-1, k2] [si-1. h3) [Si-1 hs)

Bahdanau et al., 2015
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https://arxiv.org/abs/1409.0473

Attention in RNNs

P 9 99
! o) ) )

The attention mechanism So

Bahdanau et al., 2015 é é é 65



https://arxiv.org/abs/1409.0473

Computing the context vectors

@

i 14
The attention mechanism So decoder . decoder
@y, Tyz, Ty, Tyy }Ci
r > Cq
softmax

%

53 hy bz, by, hy \h, \h, \h, hy

[ encoder |——{ | | | encoder

Bahdanau et al., 2015
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https://arxiv.org/abs/1409.0473

Example of attention weights

= Translation between English and French

g i

(%)

=) g El

= = mou ®

1 a =

NLQUWE}E

OoS o ESHO
La

destruction
de

| i

& Ul pement
signifie
gue

la

Syrie

ne

peut

plus
produire
de
nouvelles
armes
chimigues

=end=
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no

longer

produce
new

chemical
Weapons

<end>

Cela

va
changer
maon
avenir
avec
ma
famille

dit
homme

<end=

551
=
[

will

change

my

Bahdanau et al., 2015

future
with

family
the
man
said
<end=



https://arxiv.org/abs/1409.0473

Attention++

Deep Learning — Deep learning for sequential data

Attention is all you need
Vaswani et.al, NIPS 2017

Transformers!

Vaswani et al., 2017

Qutput
Probabilities

Add & Norm
Feed
Forward
| Add & Norm F:
e Mult-Head
Feed Attention
Forward T 7 Nx
—
Nix Add & Norm
¢—>| Add & Norm | Masked
Multi-Head Multi-Head
Attention Attention
At 2 . T, )
S J . —
Positional Positional
Encodi P & i
ncoding Encoding
Input Output
Embedding Embedding
Inputs Qutputs
(shifted right)
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